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Abstract

Local Area Networks have been in common use for data communications for several

years and have enjoyed great success. More recently, there has been a growing interest in

using a single network to support many applications (e.g., speech, high-resolution graph-

ics, facsimile, video, etc.) in addition to traditional data traffic. This leads to so-called

Integrated S_ Local Ar_ Networks. These additional applications introduce new

requirements in terms of volume of traf_ and real-time delivery of data which are not met

by existing networks. To _tkfy these requirements, one needs a high-bandwidth transmis-

sion medium, such as fiber optics, and a distributed channel access scheme for the et_cient

sharing of the bandwidth among the various applications.

As far as the throughput-delay requirements of the various applications are concerned,

a network structure along with a distributed channel access scheme are proposed which

incorporate appropriate scheduling policies for the transmission of outstanding messages

on the network. The proposed solution is developed in two steps. First, considering each

message to be assigned a delay-cost function based on the application to which it belongs,

and assuming perfect knowledge of all outstanding messages, a dynamic scheduling policy

is devised which outperforms all existing policies in terms of _zing the expected cost

per message. Secondly, as required for the distributed implementation of the scheduling

policy, a broadcMt mechanism is devised for the e_cient dissemination of all relevant

information. The broadcast mechanism is based on unidirectional network structures which

provide ordering among the stations.

As far as the high-bandwidth transmission medium is concerned, fiber optic technology

is considered in this work. The physical ordering among stations which is required by the

above access scheme may be achieved either by an active configuration, such as a ring,

or by a passive configuration, such as unidirectional bus. In rings, the use of fiber optics

does not introduce any new technical problems, since there exist only point-to-point links

between neighboring stations. However, in the multi-tapped linear bus, the reciprocity and

excess loss of optical couplers along with the low impedance of optical detectors severely



limit the number of stations that can be accommodated. A number of alternative passive

configurations are proposed which overcome this limitation. Also presented is a unified

method for selecting coupler coefficients to minimize the maximum path loss. This method

is used to compute the maximum number of stations that a configuration can support.
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Chapter 1

Introduction

1.1 Local Area Networks

Tl_e concept of packet switching was first introduced in 1964 by Baran [BARA64]

as an alternativeto circuitswitching in military communications. Before the end

of the 60's packet switching became the primary switching method in computer

communications. This technique isusefulwhen the trafllcisbursty, i.e.,when the

peak data rate to average data rateis hig_h.In packet-switched networks, rather

than dedicating a circuitto a pair of users for the duration of a session,messages

are transmitted in separate packets. The communication linesare utilizedby a

pair of users only for the duration of each packet transmission. Each packet may

traversethe path from the source to the destination in several hops, with storage

at intermediate nodes in atore-_nd-forlnardnetworks.



Now that we are entering the third decade of computer communications, packet

switching has become widely used and perfected. The earliest network that utilized

this packet switching technology is a terminal access network designed and imple-

mented at the National Physics Laboratory (NPL) in England [DAVI67]. But the

most prominent packet switching network is the Arpanet [KLEI76], the design and

implementation of which began in 1969. Although the NPL packet switched net-

work was used for the connection of terminals and computers and was thus a local

area network, it was not until early 70's that the field of local area networks became

"known as such and became one of the fastest growing areas in computer communica-

tions. Local area networks are intended to bring the advantages of packet switching

communication technology to bear on the communications needs of the erpanding

in-house computer facilities. They can generally be differentiated from long-haul

store-and-forward networks by the following characteristics: local area networ'ks

span a geographical area of a few "kilometers such as a single building or cluster of

buildings; the data rate on a local area network is high, typically 1-100Mb/s; such

networks are usually privately owned rather than publicly available; the cost of

transmission and controlling the network is low compared with long-haul networks.

Existing local area networks can be broadly categorized into two basic types.

These are broadcast busses and ring systems [TANE81, CLAR78, STAL84, KUMM82].

In ring systems the data flow is unidirectional, propagating around the ring from

station to station. The interface between a station and the network is an active

device which receives the signal from the incoming line and retransmits it on the

outgoing line. Various techniques for accessing the channel exist which give rise

to various types of ring networks such as token rings, slotted rings, and register

insertion rings.

Multiaccess broadcast bus systems have been popular due to the fact that by



combining the advantagesof packetswitching with thoseof broadcastcommunica-

tions, they offerefficient solutionsto the communicationneedsof the local areaenvi-

ronment both in simplicity of topologyand flexibility in satisfying growth. Random

access methods such as Carrier Sense Multiple Access (CSMA) [TOBA80, KLEI75]

have been eifectively employed. The Etheraet [METC76] is a common example. In

these systems, a station that wishes to transmit senses the channel to see if it is

currently being used. If the channel is busy, the station in question reschedules its

transmission for some later time. If the charnel is idle, the packet is transmitted.

Note that it takes a finite amount of time for the signal to propagate across the

network. Therefore, it is possible for a station to detect the channel to be idle and

to begin transmismon when, in fact, another station has already begun to transmit.

In this circumstance, two transmissions occur simultaneously and a collisi_n occurs.

The efficiency of the channel can be improved if stations listen for such collisions

and abort their transitions when a collision occurs [TOBA79]. This variant of

the access protocol is called CSMA with collision detection (CSMA/CD).

Analysis of ring and CSMA networks have shown that their performance is

function of the ratio ,"

rW

B

where v is the propagation delay (in seconds) of the signal around the ring, or the

end-to-end propagation delay in a CSMA bus, W is the bandwidth of the channel

in bits per second, and B is the number of bits in a packet. In particular, the

network capacity (i.e., maximum achievable throughput) decreases significantly as

a increases.

Recently, a number of new schemes have been proposed for broadcast bus net-

works. These schemes provide confllct-free transmission using distributed access

protocols with round robin scheduling f_anctions which thus lead to bounded delay.

3



The stations that are "alive" are orderedso asto form what is called a logical ring

according to which they are given their chance to transmit. _Ve refer to these net-

work proposals as demand assignment multiple access (DAMA) schemes. In some of

these schemes, such as the Token-Passing Bus Access Method [IEEE83], an ezplicit

message gets sent around the logical ring to provide the required scheduling; the

station holding the token at any instant is the one that has access to the channel

at that instant. It relinquishes its right to access the channel by transmitting the

token to the next one in turn. Unfortunately, here too the performance degrades

significantly with a [STAL84].

In contrast to those schemes where a station transmits an explicit token to

the next in turn, in others the stations rely on various events due to activity on

the channel to determine when to transmit. Since the token passing operation is

implicit, the overall robustness of the network is improved over token bus networks.

Here too, packet delay is bounded; but in addition both throughput and delay can

be made much less sensitive to a,thus rendering these schemes particularly suitable

to networks with high bandwidth, small size packets (such as those arising from real

time applications), and long distances. A comprehensive survey of implicit token

DAMA schemes can be found in [FINE84].

Among the various DAMA schemes, a particularly attractive class has been

identified and is known as the attempt-and-defer class of access protocols. These

employ a unidirectional bus structure in which signals propagate in only one direc-

tion. (Incidentally, fiber optics technology leads to unidirectional busses.)

Broadcast communications is achieved in two ways. The first approach is to

fold a unidirectional cable onto itself so as to create two channels, an outbound

channel onto which the users transmit packets and an inbound channel from which

users receive packets; all signals transmitted on the outbound channel are returned

4



on the inbound channel. This is referredto as the folded bus structure. Another

way to achieve broadcast communications is to provide two unidirectional buses

with signals propagating in opposite directions. This is referred to as the dual-bus

structure.

In both the folded-bus and dual-bus structures, on every unidirectional bus

segment to which stations are. connected, there exists an implicit ordering among

the stations which the DAMA schemes under consideration make use of. These

schemes also require that on every unidirectional bus segment, each station be given

the ability to sense activity due to stations on the upstream side of its transmit tap.

In the dualobus structure, the receive taps provide this function while in the folded-

bus structure additional sense taps are needed.

The-_p_az_.-defe_ access mechanism basically operates as follows. A sta-

tion wiahing to _t on a given bus waits until that bus is idle. It then begins to
.'4• ' " --' "

trmmmit, thus es*._:_hW, g its desire to acquire the bus. However, if another trans-

from uimtream is detected, the station aborts its tran_mi._ion and defers

to the one from upstream. The most upstream transmission is therefore allowed

to continue con_ct free. Examples of networks using the attempt-and-defer ac-

cess mechanism are Expressnet [TOBA83], Fasnet [LIMB82], U-Net [GERLA83a],

Token-Less Protocols (TLP) [RODR84], MAP [MARS82], and Buzznet [GERL83b].

While the t]eld of local area networks is usually meant to refer to packet switch-

ing as those described above, one is hard pressed not to ignore private branch

exchange systems which are based on circuit switching and have originally been

devised for voice communications, as these can be used for local computer commu-

nications.

5



1.2 Integrated-Services

When dealing with applications other than terminal access and computer-to-

computer communications, there is often the need to satisfy stringent delay require-

ments. Applications which impose such requirements are referred to as "real-time"

or "time-constrained' applications. There are many examples. Packetized voice in

which voice is digitized, packetized at the source, transmitted over the network,

and reconstructed at the destination is one such example. Excessive delays are

disruptive to interactive speech conversations, and thus each bit of data must be

delivered to the destination within a certain maximum delay. Another example is

real-time process control in the factory, in avionics, etc. While voice and process

control are both real-time applications, their attributes are different, and may often

have to be handled differently. Consider for example uncompressed PCi_I speech.

A voice source is synchronous in that it generates bits at a constant rate (64 Kbps),

all bits are to be delivered within the same delay constraint, and a certain level of

data loss is acceptable. In process control, sources typically require low throughput,

are usually bursty, but delay constraints may be more severe, and loss may have

disastrous effects.

So far, the study of integrated-services has been limited primarily to voice and

data. In recent dissertation by Gonsalves [GONS86] an excellent overview of previ-

ous work on voice-data integration on local-area networks has been provided. What

is most essential to note in all the schemes proposed for the integration of voice and

data is the fact that they all take advantage of special characteristics of voice traffic.

Typically vocoders digitize voice at a constant rate. Bits are grouped into packets

which are then transmitted via the network to the destination vocoder. Accordingly

packets are generated deterministically, i.e., at regular intervals.

Several papers addressed the performance (either simulated or measured) of

6



CSMA/CD networks. Among these we cite: [NUTT82, TOBA82, GONS83, MUSS83.

DETR84]. Others investigated the use of prioritized versions of CSMA-CD for

the integration of voice and data, with voice assigned a higher priority than data

[CHLA83, CHLA85, IIDAS0, JOHN81, MAXES2, TOBA80, TOBA82]. Yet others

have dealtwith voice/data trAmc on DAMA Networks, Fasnet and Expressnet in

particular [LIMBS2, LIMBSS, FI_TS1, TOBASS, FINESSa, FINES5b].

In sum, all previous studies have either evaluated the performance of various

local area networks in view of the above stated requirements or devised new schemes

which take advantage of the speci_ characteristic stated above, (i.e., deterministic

p_ration) and are thus adequate for the integration of such applications.

Perhaps the only work so far which addresses theproblem of real time appli-

catic_ m LANs is that by Kurose and Schwartz [KUI:tOS3] for CSMA networks.

They have slm_a that for time-constrained communication over CSMA channels,

the arderi_ _i on message transmissions by the channel access strategy

has a _'eat e_et an the distribution of message delay. In their work they have

cc_idered a generalized versieza of the time-bued window algorithm (WCSMA)

[GALL78, TOWS82] which allows to adaptively vary an imposed message trans-

mission scheduling discipline in response to changing system demands. That is,

while in WCSMA the objective is FCFS, here the distribution of packet delay is the

critical performance measure, and the objective may for example be to maximize

the percentage of messages with waiting times below a specified time bound.

1.1.3 Contributions

It is clear from the above survey of previous work that the integration of ser-

vices on Local Area Networks had not been fully investigated. Indeed, most of the

7



studies concerned themselves with voice/data integration taking advantage of the

deterministic nature of voice tra_c, and thus are not applicable to the problem of

integrated services in its general form. The work on time-constrained applications

by Kurose and Schwartz is based on CSMA type networks and thus is not appli-

cable to high speed operation of LANs, as CSMA performs particularly poorly in

networks with high bandwidth.

The integration of services on Local Area Networks will undoubtedly require

high speed operation. Indeed, with the multitude of applications that need to be

integrated in LANs, bandwidth and delay requirements fax exceed the capabilities

of such LANs as a 10 Mb/s Ethernet. A single digitized video channel may require

as high as 50 Mb/s. Graphic and image applications may too be high bandwidth

applications. Accordingly, the solution to integrated services Local Area Networks

will more naturally be found in LANs of the attempt-and-defer DAMA type such

as Expressnet and Fasnet, rather that in the CSMA contention type. Moreover,

to realize high speed operation of these LANs, the medium will have to be fiber

optics, a unidirectional medium to which schemes such a Fasnet and Expressnet are

appropriate.

The contributions of this thesis are in two areas. The first consists of new

access methods along with transmission scheduling policies for the integration of

services with differing requirements in unidirectional networks based on the attempt-

and-defer access mechanism. The second is the study of fiber optics topological

configurations of such unidirectional networks, in view of supporting large number

of stations.

Work in the first area is accomplished in two steps. The first step, which con-

stitutes Chapter 2, consists of a study of transmission scheduling policies that can

be used in broadcast local area networks. More precisely, the problem is defined as



follows: each message is assumed to be determined by a delay-cost function, and

the objective is to devise a policy which minimizes the expected cost per message.

Six policies are considered in this chapter. The first four, first-come-first-served

(FCFS), round robin (1_), highest-penalty-first-served (HPFS), and lowest-slack-

first-served (LSFS), are well known. The other two are newly proposed in this disser-

tation and are referred to "earliest-slot-first-served" (ESFS) and "dynamic priority"

(DP) scheduling policies. ESFS is applicable to fixed length single-packet messages

and step delay-cost functions for messages. Due to the assumption of fixed-length

messages; the channel time axis may be considered to be slotted. Under ESFS,

are assigned to the slots in such a way that the total cost is minimized.

Then the earliest scheduled message is selected for transmission. Dynamic-priority

scheduling poE_cy is applicable to general message-length distribution and general

cost functions. Under:this policy, to each message, a dynamic priority equal to its

discounted cost rate divided by its critical r_alni=g transmission time is assigned.

When the channel becomes idle, the message with the highest priority is transmit-

ted. These various schemes have been evaluated by simulation and the results have

shown that the new propo6ed schemes outperform all previously known one.

Throughout Chapter 2, the distributed aspects of the scheduling problem are

ignored, i.e., it is assumed that the propagation delay between every pair of stations

is zero, and that every station has complete knowledge about all messages in the

network. With these assumptions, the network could be viewed as a single-server

queueing system. In chapter 3, the distributed implementation of the transmission

scheduling policies is taken into account. More precisely, we are concerned with

the incorporation of scheduling policies in broadcast local area networks in view of

integrating services. There are two issues involved. One is the provision of efficient

channel access schemes for broadcast local area networks operating at high speed.

The other issue is the provision of necessary mechanisms for the implementation
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of scheduling policies. As stated before, there are efficient channel access schemes

based on attempt-and-defer access mechanisms which solve the first problem and

which constitute the basis for our solution. With respect to the second problem.

we choose to consider a distributed implementation for two reasons. The first is

reliability: with distributed scheduling, the system is not dependent on the proper

operation of a central scheduler. The second is improved performance, in terms

of both delay and channel utilization. This is due to the fact that, in distributed

scheduling, only stations' local information must be broadcast on the network to

the central scheduler, and the control information from the central scheduler back

to the stations is not required. We propose in this chapter a scheme which included

(i) a mechanism for the dissemination of all relevant information required by the

scheduling policy, and (ii) a station architecture which allows the implementations

of any of the scheduling policies described in the previous chapter.

In chapter 4, we study fiber optic configurations for local area networks. Indeed,

the medium that provides high bandwidth in local area networks is naturally fiber

optics. While this technology lends itself easily to networks with point-to-point

finks, e.g. rings, the problem is more complex with broadcast bus networks. Due

to intrinsic characteristics of certain fiber-optic components, in particular the reci-

procity of couplers and the low impedance of detectors, to use this technology in the

implementation of a shared multitapped bus requires careful design consideration.

In this chapter we first examine the unidirectional networks in question (folded bus

and dual bus topologies) and extract features which prove useful in devising fiber

optics configurations. We then present various fiber optics configurations for their

implementation. We then provide a complete power budget analysis of fiber optic

configurations. This leads to the performance evaluation of the proposed configura-

tions, in terms of number of stations that can be supported for a given power margin.

The numerical results have shown that for a power margin of 40 dB and a coupler
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excess loss of I dB, the number of stations ranges from 30 with reciprocal couplers

to 70 with nonreciprocal ones, using a newly proposed "bypass" configuration.

._.'4
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Chapter 2

Transmission Scheduling Policies for
Broadcast Local Area Networks

In a broadcast LAN, each message is received by all stations, regardless of its

destinatio_ A station discards received messages that are not intended for it. In

such networl_, whether implemented as a bus or a ring, only one message may be

transmitted at a time. If the network supports integrated services, the most urgent

me_age should be t_tted first. The urgency of a message may depend both

on the application and on the generation time of the message. In this chapter,

we are concerned with policies for ordering message transmissions on a broadcast

channel. We refer to these as _rannminsion scheduling policies. Throughout the

chapter, we ignore the distributed aspects of the problem; i.e., we assume that the

propagation delay between every pair of stations is zero, and that every station has

complete knowledge about all messages in the network. With these assumptions,

the network may be viewed as a single-server queueing system. The distributed

implementation of the transmission scheduling policies is the subject of the next

chapter. In the next section, the transmission scheduling problem is discussed in

more detail. In section 2.2, a number of basic scheduling policies are reviewed, and
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some new ones are proposed. In section 2.3, based on results obtained through

regenerative simulation, the relative performance of these policies is evaluated.

2.1 The Transmission Scheduling Problem

A broadcast channel with zero propagation delay is equivalent to a single server.

since only one message can be transmitted at any given time. All pending messages

must therefore be queued, and a scheduling policy is used to select one of them

for transmission, whenever the broadcast channel is idle. We define the delay of

a message to be the time elapsed from its generation until the completion of its

transmission on the channel. Based on the performance specifications of each ap-

plication, we define a cost function for messages belonging to that application. (.-ks

examples, the cost functions appropriate for voice and data traffic are discussed

below.) Let D,_ and c,,(.) denote the delay and cost function of the nth message

generated in the system, respectively. The average cost per message is given by

e= lira -1_.._ c,_(D,_).
_---*oo r_ k=l

(2.1)

The objective is to find a scheduling policy which minimizes e.

In scheduling theory, problems are classified according to the arrival process of

jobs and their service-time distribution [FREN82]. When the number of jobs and

their generation times are fL_:ed and known a priori, the problem is static; when

the jobs are generated randomly over a period of time, the problem is called dy-

namic. If the service times are known, the problem is called deterministic; if the

service times are random, the problem is called _ochastzc. Based on this termi-

nology, the scheduling problem formulated here is dynamic and stochastic. For a
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generalservice-timedistribution and a general set of cost functions, a dynamic and

stochastic scheduling problem, such as the one formulated here, is analytically in-

tractable [RINN75]. (Below, we will also present a scheduling policy for a static

and deterministic problem.) We will consider a number of suboptimal scheduling

policies and compare their performance through simulation.

Before discussing the scheduling policies, let us examine a set of cost functions

appropriate for voice and data trafiic. In the case of interactive voice traffic, there

exists a maximum allowable end-to-end delay. If the delay of a packet exceeds this

maximum, it becomes out-dated and is lost. Depending on the desired quality and

type of coding mind, a certain amount of packet loss is tolerable. Based on this

performance specification, the cost function appropriate for voice is a step function.

As shown in Fig. 2.1(a), a step cost function, say that of the nth message generated

in the system, is defined by two parameters: a delay allowance denoted by Ca,n,

and a penalty denoted by Cp, n. The deadline dn is defined as the time by which if

the message is entirely tranamitted, no penalty is incurred; deadline is equal to the

arrival time plus the delay allowance. Under an optimal scheduling policy, increasing

the penalty of voice messages effectively increases their priority over other messages

and thus reduces the percentage of the messages lost.

For data traffic, the performance is specified in terms of some measure defined

on the distribution of message delays. For example, the performance measure may

be the average message delay. In that case a linear cost function should be used.

The cost rate (i.e., the cost incurred per unit time) is chosen based on the priority

of data franc over other traffic. More generally, the performance measure may

be the average delay (or some function thereof) of those messages whose delay

exceeds a certain allowance time. The cost function used in that case would be a

ramp function. As shown in Fig. 2.1(b), a ramp cost function, say that of the nth
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F{g. 2.1 Examples of delay cost function for the nth message generated in the

system.
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message generated in the system, is defined by two parameters: a delay allowance

C_.., and a penaI_/ra_e denoted by Cr,.. As in the step cost function, the deadline

is equal to the arrival time plus the delay allowance. However, "_ke the step cost

function, the messages which are not transmitted before their deadlines are not

dropped.

2.2 Scheduling Policies

2.2.1 Buic Scheduling Policies

Four basic scheduling policies are considered here.

Firlt-Come-First-Served (FCFS). Under this policy, the messages are transmitted

in the order of their arrival. More specifically, a newly generated message is put

at the end of the global queue. When the bus becomes idle, a packet belonging to

the message at the head of the queue is transmitted. In the case of a multi-packet

message, all the packets are transmitted back-to-back without interruption; i.e.,

there is no message preemption. The FCFS can be applied under any message-

len_h distribution and any set of cost functions.

Round Robin (RR). As before, a newly generated message is put at the end of the

(global) queue. When the bus becomes idle, a pacl_et belonging to the message at

the head of the queue is transmitted. In the ease of a multi-packet message, after

the transmission of each packet, the message is put at the end of the queue. This

process is repeated until every packet in the message is transmitted. Like FCFS, the

round-robin scheduling policy can be applied under any message-length distribution

and any set of cost functions.
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Highest-Penalty-First-Served (HPFS). As the name indicates, whenever the bus

becomes idle, a packet belonging to the message with the highest penalty is trans-

mitted. Tlfis implies that a penalty must be defined for every message. In the

case of a message with a step cost function, the height of the step (i.e., the cost

of missing the deadline) can be used as the penalty (see Fig. 2.1). Also, in the

case of a message with ramp cost function, the slope of ramp (i.e., the cost rate

after deadline) can be used as the penalty. However, in the case of a message with

a general cost function, there is no natural choice for penalty. Hence, while the

HPFS scheduling policy can be applied under any message-length distribution, it is

somewhat restrictive on the set of cost functions.

Lowest-Slack-tlme-First-Served (LSFS). The slack _ime of a message at time t is

defined as the remaining time to its deadline minus its remaining transmission time

at t. Under the LSFS policy, whenever the bus becomes idle, a packet belonging

to the message with the lowest slack time is transmitted. Clearly, when the slack

time of a message becomes negative, it is no longer possible to transmit it before

its deadline. If such a message has a step cost function, it must be dropped from

the queue, since transmitting it would not reduce the incurred cost. If the message

has some other cost function, say the ramp cost function, then it still must be

transmitted. Therefore, at any point in time, some of the messages in the global

queue may have negative slack times.

2.2.2 .4. Policy based on Static Scheduling

The scheduling problem, which was formulated in section 2.1, is both dynamic

and stochastic, in that the messages are generated according to a random process

and their lengths are randomly distributed. Since finding the optimal policy for

such a scheduling problem is analytically intractable, any approach leading to a
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suboptimal solution will be attractive. The approach which is taken here is as

follows. Whenever a message must be selected for transmission, a schedule for

transmitting all messages in the global queue is generated (the queue is rearranged).

Then, the message with the earliest scheduled transmission time (head of queue),

is selected. The objective in generating this schedule is to minimize the total cost

incurred in delaying the messages which are already in the queue, ignoring any

me_ages generated in future. Since, at any point in time, the number of messages

in the global queue and their lengths and cost functions are known, this scheduling

problem is a static and deterministic one.

For a ge_cmd distribution of message lengths and a general set of cost ftmc-

tio_, the static scheduling problem is NP complete in n, the number of queued

messages [l_INN75]; in fact, the optimal schedule can only be found through ex-

hatmtive search. For a very special case of this problem, we present an algorithm

which is O(n2). S_y, we assume that the messages are of fixed length, equal

to that of a packet. Furthermore, we assume that all cost fUnctions are step func-

tions, though riot necessarily with equal parameters values.

Due to the assumption of fixed-length single-packet messages, the channel time

axis may be considered to be slotted, with the slot size equal to the transmission

period of a message. The scheduling policy at the beginning of each slot selects a

message for transmission. Initially, all messages are scheduled in the current and aU

future slots; and then, the message scheduled in the earliest slot is transmitted in the

current slot. This scheduling policy is referred to as the EarIiest-Slo_-Firs_-Served

(ESFS) scheduling policy.

Now, we describe the algorithm used for scheduling messages in slots. Note

that the objective of this (static) scheduling is to assign slots to queued messages

to minimize the total penalty, incurred in dropping messages. Clearly, to minimize
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the total penalty, a message should be dropped only when all the slots before its

deadline are assigned to other messages with equal or higher penalty, and none of

these slots can be freed by rescheduling the corresponding messages in some later

slot. Based on this observation, a simple algorithm for optimal static scheduling is

as follows.

Algorithm 2.1: Messages are first arranged in order of decreasing penalties.

Each message is then scheduled in the latest unassigned slot before its deadline.

If there are no unassigned slots before its deadline, the message is dropped.

Before showing the optimality of this algorithm, let us illustrate its operation

through the example shown in Table 2.1. Without loss of generality, we are con-

sidering the schedule generated at the start of slot 0. Each message is denoted by

a pair (p, d), where p is the value of its penalty and d is the latest slot before its

deadline. /_ is the set of backlogged messages at the start of slot 0. Each iteration

corresponds to scheduling a single message. In iterations 1 through 3, messages

(5,6), (5,2), and (4,1) are scheduled in slots 6, 2 and 1, respectively. In iteration 4

of the algorithm, since slots 1 and 2 are already assigned, message (3,2) is scheduled

in slot 0. In iteration 5, the message (2,6) is scheduled in slot 5. In iteration 6,

since slot 0 is already assigned, message (2,0) is dropped. In the last iteration (2,3)

is assigned in slot 3. Based on the resulting schedule (3,2) is transmitted in slot 0.

To prove that Algorithm 2.1 is optimal, we show that if a message is dropped,

it could not have been scheduled without dropping another message with a greater

or equal penalty. Let (p, d) be the message that is dropped at some iteration. Let

s be the earliest unassigned slot at this iteration. Clearly, s is greater than d,

otherwise (p, d) could have been scheduled in slot s. Morever, since according to

the algorithm every message is scheduled in the latest unassigned slot before its

deadline, all messages which are already scheduled in the slots before slot s must
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Iteration
i I

1

2

3

4

5

6

7

= {(3,2), (2, 6),(5, 6), (2,0), (5,2), (2,3), (4, i)}

Slots

0 1 2 3 4 5 6

(5,6)

(5,2) (5,6)

(4,1) (5,2) (5,6)

(3,2) (4,1) (5,2) (5,6)

(3,2) (4,1) (5,2) (2,6) (5,6)

(3,2) (4,1) (5,2) (2,6) (5,6)

(3,2) (_,1) (5,2) (2,3) (2,6) (5;6)

Table 2.1 Example illustrating the operation of algorithm 2.1. Each message is

denoted by a pair (p, d), where p is the value of its penalty and d is the

latest slot before its deadline. B is the set of backlogged messages at

the start of slot 0. Every iteration corresponds to scheduling a single

message.

have a deadline less than s. Also, since the scheduling is performed in the order of

decreasing penalties, all these messages must have a penalty greater than or equal

to p.

We compute the computational complexity of the algorithm as follows. In each

iteration of Algorithm 2.1, a single message is scheduled. Before the ith iteration

of the algorithm, there are at most i - 1 assigned slots. Therefore, finding the

latest unassigned slot prior to the deadline of the message being scheduled, involves
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O(i) steps. If there are n backlogged messages, the total number of steps is thus

O(n2). (Note that sorting by penalty is O(n log n) and hence does not increase the

complexity.)

We next present a slight modification to algorithm 2.1, which obviates the need

for sorting the messages prior to scheduling. This will prove useful in more realistic

situation where new messages are being generated all time. The modified algorithm

is as follows.

Algorithm 2.2: Each message is scheduled in the latest slot before its deadline

which has not already been assigned to a message with equal or higher penalty.

If there is no such slot, the message is dropped. If the message is scheduled in

a slot which has previously been assigned to a message with a lower penalty.

then that message is removed and rescheduled, as just described. The algorithm

terminates when every message is either scheduled or dropped.

Observe that a removed message can only be rescheduled in the slots before the

slot from which it was removed. Also, since a message cannot cause the removal of

a higher penalty message, the above algorithm eventually terminates. Since every

removed message is either dropped or rescheduled to an earlier slot than the one

from which it was removed, the algorithm eventually terminates. The operation

of Algorithm 2.2 for our example is illustrated in Table 2.2. In iterations 1 and 2,

messages (3,2) and (2,6) are scheduled in their deadline slots, namely slots 2 and 6,

respectively. In iteration 3, message (5,6) bumps message (2,6) from slot 6 to slot

5. In iteration 4, message (2,0) is scheduled in slot 0. In iteration 5, message (5,2)

bumps message (3,2) from slot 2 to slot 1. In iteration 6, message (2,3) is scheduled

in its deadline slot. In the final iteration, message (4,1) bumps message (3,2) from

slot I to slot 2, and message (3,2), in turn, bumps message (2,0). Message (2,0) is

then dropped. As in Algorithm 2.1, message (3,2) is transmitted in slot 0.
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Iteration

1

2

3

4

5

6

7

B- ((3,2), (2, 6),(5, 6), (2,0), (5,2), (2,3), (4, 1))

!

Slots

0 1 2 3 4 5 6

(3,2)

(3,2) (2.6)

(3,2) (2,6) (5,6)

(2,0) (3,2) (2,6) (5,6)

(2,0) (3,2) (5,2) (2,6) (5,6)

(2,0) (3,2) (5,2) (2,3) (2,6) (5,6)

(3,2) (4,1) (5,2) (2,3) (2,6) (5,6):': _

Table 2.2 Example illustrating the operation of Algorithm 2.2. Every message is

denoted by a pair of integers (p, d), where p is its penalty and d is the

latest slot before its deadline. B is the set of backlogged messages at

the start of slot O. Every iteration corresponds to scheduling_a_single

message.

Algorithms 2.1 and 2.2 described above are optimum for a staticscheduling

problem. When used for a dynamic scheduling problem, they are no longer opti-

mum. For example, there may be new arrivalsduring slot0 which, when taken into

account, may resultin the preemption and lossof message (4,1).The expected loss

would be lessifmessage (4,1)istransmittedin slot0, and message (3,2)isscheduled

in slot 1. In general,an improvement in performance ispossible ifone permutes

the schedule in such a way that the messages with higher penalty are transmit-

ted first,while none of the lower penalty messages are dropped. (For the traffic
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model considered in the next section, this permutation did not result a noticeable

improvement, and thus is not included in the performance results.)

An advantage of Algorithm 2.2 over Algorithm 2.1 is that the schedule generated

for one slot can be incrementally updated for the next slot. The incremental changes

in the schedule consist of removing the transmitted message from the queue and

scheduling newly generated messages.

2.2.3 Dynamic-Priority Scheduling Policy

Here, we propose a new priority rule for the transmission scheduling problem,

which can be viewed as a generalization of the C/_ rule. (C refers to cost per unit

time, and p refers to service rate.) The C/_ rule which is due to Klimov [KLIM74.

KLIM 78], is the optimal solution to a dynamic and stochastic scheduling problem.

under a number of restrictive assumptions on the message-length distributions and

cost functions. The new policy, on the other hand, while not optimal, can be applied

to general message-length distributions and general cost ft_nctions. Also, in the C/_

rule, the message priorities are static, while in the new policy, the priorities are

dynamic. We refer to the proposed scheduling policy as the Dynamic-Priority (DP)

Scheduling Policy.

Before presenting the new scheduling policy, we review the Cp rule in the con-

text of the transmission scheduling problem. The messages are assumed to be

generated according to a Poisson process. Every message belongs to one of K

classes, which are denoted by 1, 2, ..., K. Messages belonging to the same class have

the same cost function and the same length distribution. The cost functions are

assumed to be linear and we use Ck denote the cost rate of messages in class k, for

k = 1, 2, ..., K. It is assumed that the transmission times of messages in class k is

exponentially distributed with mean _'k. Under the Cp rule, a static priority equal
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to Ck/.zk is assigned to every message in class k; the priorities are used to transmit

the messages according to a preemptive discipline; i.e., during the transmission of

a message, if another message with a highe r priority is g_erated, the transmis-

sion of the former will be interrupted and that of the latter will be initiated. Note

that, since the message length distributions are exponential and thus possess the

memoryless property, it makes no di_erence whether the transmission of the pre-

empted message is resumed from where it was interrupted, or from the begining.

Also note that, although the lengths of messages are known after their generation,

this information is not used in C/_ rule.

The fact that a static priority, as opposed to a dynamic one, is optimal for a

dynamic and stochastic scheduling problem, is due to the following properties of

the model Firstly, the linear cost function satisfies the memoryless property; i.e.,

at any point in time, the mal-_kl cost of delaying the message another unit of time

does not depend on how long the message has already been delayed. Secondly, the

exponential transmission-time distribution also satisfies the memoryless property;

i.e., at any" point in time, the distribution of r_g transmission time of a

message, is independent of how long it has been in transmission.

Based on the above observations regarding the properties of the model, the

form of static priority is intuitively appealing. Assume that, at time t, one of two

messages, say M1 and M2, is to be selected for transmission. The objective is to

mlnlrn_ the expected sum of their delay costs. Due to the memoryless properties

of the linear cost function and the exponentially-distributed transmission time, we

can assume that these messages were both generated in the system at time t. Let

kl and k2 denote the class of M1 and M2, respectively. Then, if M1 is transmitted

at time t, the expected sum of costs will be _'_1 Ckl + (_'k_ + _'_2)C_2- Otherwise,

it will be (_'k2 + _'k_)Ck_ + _'k2Ck_. Message M1 should be transmitted first if the
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latter sum exceedsthe former one,which is the caseif Ch/T h - Ch# h is greater

then Ck2/_'k2 = Ck,.#k2.In other words, the message with the highest staticpriority

should be transmitted first.

Now, we derivethe dynamic-priority scheduling policy,by relaxing the assump-

tions underlying the C/_ rule. In fact, we make no assumptions regarding the

message-arrivalprocess,the distributionof message lengths,and the costfunctions.

But we allow message preemption only at packet boundaries.

Under the C/_ rule,where the cost functionsare assumed to be linear,the cost

rate, Ck, provides a measure of urgency for messages in class k. To define the

dynaJnic-prioritypolicy,we need a similar measure of urgency for messages with

general cost functions. Let M,_ be the nth message generated in the system. Let

_',and cn(.)denote the generation time and cost function of Mn, respectively.The

cost incurred by Mn ifits transmission is competed at time t is Cn(t - rn). The

instantaneous cost rate at time t is c'(t- rn), where dn(t ) = _tCn(t). Clearly,

c'(t - rn) cannot be used as the role measure of urgency for Mn at time t, since it

does not account for possible abrupt cost jumps in the immediate future. Instead,

we use a discounted average of the cost rate over all future time. Let Tn(t I denote

the transmission time of packets remaining in Mn at time t. We define the urgency

of message M,_ at time t as

e_z/aC=(t) _- _c'(z - r.lda (2.21
c,

t+Tn(t)

where ol is the discounting factor. Since the minimum possible delay of Mn is

t + Tn(t) - r,, the cost rates corresponding to delays less than this value are not

included in the integral. We define the dynamic priority of message Mn as

P (t) A c (t)
= (2.3)
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Under the dynamic-priority schedulingpolicy, whenthe channelis idle, the message

with highest dynamic priority is transmitted. (The computational complexity is

therefore linear in the number of backlogged messages.) Note that the static priority

of C_ rule is equal to the (can._ant) cost rate divided by the ezpected remaining

transn_sion time, whereas, the dynamic priority is equal to the discounted cost

rate divided by the _,:t_d r_a;,_;,_g transmission time.

The choice of the discounting factor, a, has a direct effect on the performance

of the dynamic-priority policy. For very small values of a, only the cost incurred

in the immediate future is effectively taken into account. This is not optimal,

for example, in the case of step cmt functions, it can cause the trans_sion of a

message at the expense of dropping one with a later deadline but a higher penalty.

For very large values of c_, on the other hand, the cost too far into the future is

taken to account and the policy becomes too conservative. In the case of step cost

functions, a message may be transmitted at the cost of dropping one with an earlier

deadline and lower penalty, where in fact both of them could have been transmitted

if the latter were transmitted before the former. As we shall observe, _der any

tra_c condition there is an optimal value of a at which the expected delay cost is

mln_mi_.ed. We refer to the dynamic-priority policy with this optimal _ as DPO

policy. Since in an actual system it is not practical to optimize the discounting

factor under di_erent tra_c conditions, we shall also consider the performance of

the dynamic-priority policy with a fixed a. Here, we set a equal to the average

transmission time of a message, and refer to the policy as DP1.

For step and ramp cost functions, we have derived closed-form formulas for the

dynamic priority of a message. If message M,z has a step cost function, with penalty
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of Cp,,_ and deadline of d,_, its priority is _ven by

ft.
o_T_(t)exp[-(d,, - t- T,,(t))/o,],P_(t)

!
(0,

if d,,- t - T_,(_)> o;

otherwise. "

(2.4)

If message M. has a ramp cost function, with cost rate of Cr,. and deadline of d.,

its priority is given by

j T--.2-6.e_[-(d,, - ,- T,,(t))/_],
P,,(t)= / c,,,,

[ T,,(t)'

if dn - t - T,,( t ) > O:

otherwise.

(2.5)

In order to gain some insight into the behavior of the dynamic-priority policy.

we have plotted in Fig. 2.2 and Fig. 2.3 , the urgency of message M,_ as a function

of the earliest possible completion of transmission (i.e., t + Tn(t)) for the two cases

of step cost function and ramp cost function, respectively. The slack time at time t

is dn - (t + Tn(t)). In the case of a step cost, the urgency increases exponentially as

the slack time approaches zero. When the slack time becomes negative, the urgency

(and thus the priority) drops to zero. This is to be expected, since if slack time

is negative, the message cannot possibly be transmitted before its deadline and

might as well be dropped. In the case of ramp cost, again, the urgency increases

exponentially as the slack time approaches zero. When the slack time becomes

negative, the urgency becomes constant and equal to the cost rate Cr.n. The priority

becomes Cr,n/Tn(t), which is similar to the priority in C# rule, namely C_/_'k.

2.3 Performance

The performance of the scheduling policies which were presented in the previous

sections are evaluated here. The performance measure is the expected cost per
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Fig. 2.2 Delay cost and urgency versus the earliest possible completion time for

the step cost function.
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Fig. 2.3 Delay cost and urgency versus the earliest possible completion time for

the ramp cost function.
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message.As mathematical analysis proved to be complex, regenerative simulation

is used to estimate the performance.

2.3.1 Traffic Model

In order to put the various policies to the test and to compare their performance,

we cho_e the following traffic model. Messages are assumed to be generated ac-

cording to a Poisson process. Two message length distributions are considered:

deterministic and exponential. The length of message M,s is denoted by L,_, and

itL tx*-,_n;,,,ion time by T_. The mean message length is denoted by L, and the

mean tran_m;mion time by _'. The maximum allowable packet length is denoted
-.4,

by K, and its tranAm_._ion time by S. If L,z is not greater than K, message Mn is

transmitted as a single packet. Otherwise, it is divided into a number of packets

which, except for the last one, are all of length K. The channel load factor p is

•defined by p: p _- A£/R ffi A_'.

Two types of cost functions are considered: step and ramp. As in Fig. 2.1, the

delay allowance of message M,8 is denoted by Ca,n. Clearly, the delay allowance of

a message must be greater than its transmission time. We choose an ex'ponential

distribution for the difference between the delay allowance and message transmission

time. Let C_ denote the mean delay allowance. We also choose the penalties

Cp,= (for the step function), and Cr,n (for the ramp function), to be exponentially

distributed, with mean _'7, and Cr, respectively.

This tra_c model is an arbitrary but general one. It introduces no bias in favor "

of any speci_c policy, and therefore is considered here to be a valid one for testing

the various schemes.
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2.3.2 Simulation

Discrete event simulation is used to evaluate the performance of scheduling

policies. Based on the standard regeneration method [CRAN75], point and interval

estimates of the expected cost per message are obtained.

The system state consists of the set of messages queued at the network, their

arrival times, remaining transmission times, cost functions, and the identity of mes-

sage being transmitted. The state in which there are no messages queued in the

network and none is being transmitted, is referred to as the empty-and-idle state.

Since messages are generated according to a Poisson process, the successive tran-

sitions to the empty-and-idle state constitute as set of regeneration points. The

simulation is initiated from the empty-and-idle state.

The delay and cost function of the nth message generated in the system, ._I_,

are denoted by Dn and c,t(.), respectively. (If M,, is dropped, D_ will be equal to

infinity.) The objective is to obtain point and interval estimates for the expected

cost per message _ as defined by (2.1). Let 7k denote the number of messages

generated in the kth regenerative cycle. Let _k A_71 + 72 + ... + 7k for all k >_ 0.

Then, the total cost incurred for the messages generated in the kth cycle is given

by

_k

Yk (2.6)
n--'--__i+i

Since the regeneration cycles are i.i.d, the pairs (Yk, 7k) for/c >_ 0, are i.i.d.

For a given number of regeneration cycles say rn, the point estimate of _ is

denoted by _(m) and is given by

nt

_(m) = k=lm (2.7)

k=l
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Based on the law of large numbers for i.i.d, sequences of random variables. _m_ is

a strongly consistent estimate of _; i.e., it converges with probability one to _ as

Using the central limit theorem for i.i.d random variables, asymptotic confidence

interval of _ can be obtained [CRAN75]. Let .r(m) be the 95% asymptotic confidence

interval of _, after m regeneration cycles. This means that, for large m, the interval

I(m} contains the unknown constant e approximately 95_ of the time. For the

simulation results presented below, the number of regeneration cycles m is not fixed

at the begiai_ of the simulation. For every estimate, enough regeneration cycles

are obtained until half of the length of the 95% confidence interval I(m) becomes

less than 10% of the value of point estimate _(m).

2.3.3 Numerical Results

The simulation results presented here provide a comparative performance eval-

uation of the scheduling policies which were presented in section 2. As stated above,

the performance measure is the expected cost per message, _. The scheduling poli-

cies along with their abbreviations are listed below.

FCFS First Come First Served

RR Round Robin

HPFS Highest Penalty First Served

LSFS Lowest Slack time First Served

ESFS Earliest Slot First Served

DP1 Dynamic Priority with ot = _'

DPO Dynamic Priority with Optimized o_

Before comparing the scheduling policies, let us examine the effect of the dis-

counting factor on the performance of the dynamic-priority policy. Figure 2.4 de-

picts e versus the normalized discounting factor, _/_', for different combinations of
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message-length distributions and cost functions, p = 0.8, L = K, C'_ = 5_'. and

Cp = I. (Note that multiplying Cp by a factor will only scale _ by that factor.)

As shown in Fig. 2.4, for every combination of message-length distribution and cost

function, there is an optimal a, at which the expected cost per message is minimum.

Furthermore, _ isnot very sensitiveto a around thisminimum.

Figures 2.5-2.8 show the expected cost per message versus normalized mean

delay allowance, Ca�T, for various combinations of message length distributions

and ccmt functions. In these figures, p - 0.8, _, - K, and Cp = 1. Clearly as

the mean delay allowance increases,the expected cost decreases. In allcases the

dymxmie,pviority policiesperform better than allother policies.Furthermore, the

ranking of the policiesin terms of their performance isthe same throughout. We

note, Itowever#that the differencein performance ismore pronounced when the cost

areof t_ ramp type (figures2.6 and 2.8) than when they are of the step

2.T). isexp ed fono .Withastepcostfunction,

ifa memap is not transmitted before itsdeadline, the message is lost;although

a penalty iaincurred, the system istemporarily relieved,in that there is one less

message to transmit.-However, when a message has a ramp cost function,itmust

eventually be tranmnitted, even ifit ispast its deadline. This means that in the

lattercase,the load isconsistentlyhigher,causing inferiorschemes to become even

worse, causing in turn large gaps among the policies.

In figures 2.5 and 2.6, where the message length is deterministic (and contains a

single packet, since L was chosen equal to K) FCFS and round robin are identical.

This is not the case for random message lengths (Figures 2.7 and 2.8) although the

difference between the two is minimal. FCFS and round robin perform the worst

among all policies as they do not take into account information regarding deadlines

and penalties; all other policies (LCFS, ESFS, and DP) perform better owing to
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using partialor complete information. Finally,it is interestingto note that, in

the case of fixed message length (with L = K) and step cost function (Fig. 2.5),

when C'a/T = 1 only those messages which are generated in an empty system are

transmitted and allother messages are lost,since in thiscase the delay allowance

of every message isequal to itstransmission time.

Figures 2.9-2.12 show the performance _ versus p for the various combinations

of message-length distributions and cost functions. In these figures. C'a/_" = 3.

Both DP1 and DPO outperform all other policies under all load conditions. The

ranking among the policies is the same as in figures 2.5-2.8(where p = 0.8) except

for the crossover between HPFS and LSFS as p increases toward 1. The crossover is

explained by the fact that, when p is large, the probability that a message exceeds

its deadline becomes high, rendering the information regarding the slack time (used

by LSFS) less important than the information regarding penalty and penalty rate

(used by HPFS).

Figures 2.13-2.16 show the performance versus the normalized maximum packet

length, K/L. For fixed message lengths (figures 2.13 and 2.14), the expected cost

is constant for all values of K/L _> 1, since in this case the message is transmit-

ted as a single packet (albeit partially full); the interesting part of these curves is

therefore the range K/._ < 1. When K/L < 1, a message contains more than one

packet and thus RR and FCFS are not identical. In general, two effects come into

play when messages contain more than one packet: on one hand, there are as many

scheduling-decision opportunities as there are packets, and thus, the more packet

there are, the more opportunities there are; on the other hand, service preemption

tends to increase the mean message delay [KLEI76], and thus could drive the cost

up. For RR, which does not use any information regarding penalty and cost, only

the second effect comes into paly causing _ to exceed that of FCFS and to increase
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with decreasingvaluesof K/L. Forall other policies, there is a tradeoi_betweenthe

gain achievedwith a large numberof decisionopportunities and the loss incurred

with the increase of mean message delay. The DP policies show consistent improve-

meat which gets more significant as K/L decreases. The change in performance

achieved in LSF$ and HPF$ is not as certain, and HPFS in the case of a ramp cost

function actually degrades with decreasing vales of K/L (figures 2.13 and 2.16).

The results obtained, for exponential message lengths are similar to those discussed

above, except that _ is not constant for K/I, > 1.

2.4 SnmmAr T

The problem of scheduling of message transmissions in broadcast local area

networks was con.qidered here. By assi_ling cost to message delays, we formulated

a tra_mission scheduling problem. The objective w_s to find a scheduling policy

which minimized the expected cost per message. Finding such an optimal scheduling

policy is analytically intractable. We proposed two suboptimal scheduling policies.

The first is based on the optimal static scheduling and can be used for fixed-length

messages and for step cost functions. The second policy is a generalization of the

C_ rule and can be used for general message-length distributions and general cost

functions. Using regenerative simulation, we showed that both policies outperform

other common scheduling polices. In the next chapter we show that how these

policies can be implemented in a distributed environment.

48



Chapter 3

Broadcast Local Area Networks incorpo-
rating Scheduling Policies

In the previous chapter we studied a number of scheduling policies under ideal

conditic_as (i.e., perfect and i_taataueous knowledge of relevant information: mes-

sages, their cost, penalty, etc.). In this chapter we are concerned with the incorpora-

tion of these policies in broadcast local area networks in view of integrating services;

i.e., supporting diiferent applications and satisfying their requirements. There are

two issues involved. One is the provision of etBcient channel access schemes for

broadcast local area networks operating at high speed. The other issue is the provi-

sion of necessary mechanisms for the implementation of scheduling policies. There

are eiHcient channel access schemes based on the attempt-and-defer access mecha-

nism which solve the first problem and which constitute the basis for our solution.

With respect to the second problem, we choose to consider a distributed imple-

mentation for two reasons. The first is reliability: with distributed scheduling, the

system is not dependent on the proper operation of a central scheduler. The second

is improved performance, in terms of both delay and channel utilization. This is

due to the fact that, in distributed scheduling, only stations' local information must
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be broadcaston the network to the central scheduler,and the control information

from the central schedulerback to the stations is not required. We proposein this

chapter a schemewhich includes(i) a mechanismfor the disseminationof all rele-

vant information required by the schedulingpolicy, and (ii) a station architecture

which allows the implementation of any of the scheduling policies described in the

previous chapter.

Before we present the distributed description of the scheme, we begin by giving

a short review of the attempt-and-defer access schemes for high speed LAN. Then.

we give a brief discussion of the basic requirements for distributed implementation

of scheduling policies.

3.1 Attempt-and-Defer Access Schemes

High-performance bua-oriented local area networks have recently become fea-

sible due to the emergence of a new class of demand assignment multiple-access

(DAMA) schemes [FINE84] which, unllke CSMA/CD [STAL84, METC76] and the

IEEE token-passing schemes [STAL84, IEEE83] can effectively utilize high bar_d-

widths.

The new DAMA schemes are based on the attempt-and-defer mechanism [FINE84]

and employ a unidirectional bus s_ruc_ure. Broadcast communications is achieved

in two ways. The first approach is to fold a unidirectional cable onto itself so as

to create two channels, an outbound channel onto which the users transmit packets

and an inbound channel from which users receive packets; all signals transmitted on

the outbound channel are returned on the inbound channel, as shown in Fig. 3.1(a).

This will be referred to as the folded bus structure. Another way to achieve broadcast

communications is to provide two unidirectional busses with signals propagating in
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Fig. 3.1 Unidirectional bus structures.

opposite directions as shown in Fig. 3.1(b). This will be referred to as the _al 5va

structure.

In both the folded bus and dual bus structures, on every unidirectional bus

segment to which stations are connected, there exists an implicit ordering among

the stations which the DAMA schemes under consideration make use of. These

schemes also require that on every unidirectional bus segment, each station be given
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the ability to sense activity due to stations on the upstream side of its transmit tap.

In the dual bus structure the receive taps provide this function while in the folded

bus structure, as shown in Fig. 3.1(a), additional sense taps are needed.

The attempt-and-defer access mechanism basically operates as follows. A sta-

tion wishing to transmit on a given bus waits until that bus is idle. It then begins

to transmit, thus establishing its desire to acquire the bus. However. if another

transmission from upstream is detected, the station aborts its transmission and

defers to the one from upstream. The most upstream transmission is therefore al-

lowed to continue conflict-free. Examples of networks using the attempt-and-defer

access mechanism are Expressnet [TOBA83], Fasnet [LIMB82], U-Net [GERLS3a],

Token-Less Protocols (TLP) [RODR84], MAP [MARS82], and Buzznet [GERLS3b].

As an example, consider the access scheme of Expressnet. The synchronizing

event used by stations to determine when to transmit is the end-of-carrier on the

outbound channel (EOC(out)). All stations with packets ready to be transmitted

attempt to transmit when they detect EOC(out) and defer to upstream transmis-

sions. Clearly, a station that has completed the transmission of a packet in a given

round will not encounter the event EOC(out) again in that round, thus guarantee-

ing that no station will transmit more than once in a given round. Define a train to

be the succession of transmissions in a given round. Due to the special bus arrange-

ment shown in Fig. 3.1(a), the end of a train on the inbound channel (EOT(in))

will visit each station in the same order as they are permitted to transmit. To

start a new round, EOT(in) is used as the synchronizing event, in the same way

that EOC(out) was used in the above description. Thus stations synchronize their

transmissions to the first of two events, EOC(out) or EOT(in). (Note that, at a

given station, only one such event can occur at a time.)

Besides Expressnet, MAP also uses a folded bus structure; all other systems use
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the dual bus structure. U-Net, TLP, and Buzznet require that packets be transmit-

ted simultaneously on both busses; at any one time, however, the access arbitration

is performed only on one of the busses. In Fasnet, the busses are accessed inde-

pendently; the transmissions are time-slotted; on each bus, the most downstream

station, by setting a bit at the beginning of a slot on the other bus, indicates the

end of round to the most upstream station which in turn starts a new round.

The most significant difference among attempt-and-defer protocols is in the way

new rounds are generated [FINE84]. Otherwise, using any of these protocols, packet

t_ions in a round are without overlap and with a minimum gap separating

them. A gap equal to the round trip delay is incurred only once at the end of a

round. This is in contrast with the CSIvIA/CD or IEEE 802 token passing scheme,

in which gal_ of the order of the round trip delay occur between any two consecutive

packet transmissions.

3.2 Basic Requirements for the Distributed Implementa-

tion of Scheduling Policies ....

In order to implement a scheduling policy in a distributed environment, (e.g.

a broadcast LAN such as those described above) one must provide two additional

basic functions; namely: (i) a broadcast mechanism for the dissemination of relevant

information concerning the t_ to be transmitted, and (ii) the scheduling logic

to be implemented in each station.

A. Broadcas_ Mechanism

In order to be able to transmit a message, a station must first broadcast in-

formation to all other stations regarding this message. This information includes

the generation time, the cost function, the length of the message, and the identity

53



of the source station. For all practical purposes, we may refer to the transmission

of such information as a request. It is important that the mechanism devised be

simple, robust, reliable, and efficient.

As requests are generated by the various stations randomly, the transmission of

such requests invoke the use of channel access protocols that (i) must be efficient

and (ii) do not introduce excessive delays. From a practical point of view, it is most

likely that all traffic will belong to a certain finite number of classes, whereby the

cost function for all messages in a given class is the same and can be considered

known a priori to all stations. This allows the cost function of a message to be

replaced by its class.

Furthermore, it is clear that if the information regarding requests is made more

implicit, the broadcast mechanism becomes more robust. For example, as we shall

see below when presenting our proposal, stations do not require the complete knowl-

edge about the identity of source stations. Every station just needs to know if a

received request belongs to it or some other station. This information can easily

be obtained if the station knows the delay from its transmitter to its receiver, and

stores the times at which it has made requests. As another example, the generation

time of a message may be deduced (to a sufficient accuracy) from the time at which

a request is received (or transmitted), therefore obviating the need to transmit such

information explicitly and to keep all stations clock synchronized.

B. S_a_ions' Scheduling Logic

Clearly, for a distributed implementation of scheduling policies, it is necessary.

for the scheduling algorithm to be implemented in each station. This requires special

consideration concerning the stations' architecture. First of all, we require the

architecture to be general enough to accommodate a variety of scheduling policies.

Secondly, the architecture and its components must be simple enough to allow VLSI
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implementation thereof. Finally, the architecture and its implementation should be

efficient in that the time it takes the scheduling algorithm to reach the result be

short enough so as not to affect the overall performance.

For the distributed implementation of a scheduling policy based on the above

two functions to operate properly, a requirement referred to here as conJi,s_e_cy

must be satisfied. This means that the result of the scheduling algorithm within a

station as to which message is to be transmitted at a given point in time (relative

to that stations's location) must be consistent with the same at all other stations.

TI_ ¢__cept is further elaborated upon when we describe our design.

3.3 A Design Meeting The Requirements

In this section we describe a proposal for a high-speed network incorporating

the tr_m_ion scheduling policies.The basis of thisproposal isExpressnei with

itsdoubly folded bus topology. We consider the various applicationsto belong to a

number ofclasses.All messages ina classhave the same costfunction considered to

be known a priorito allstations.Furthermore, to simplify the design,we consider

a slottedsystem (slm_larto Fasnet) and assume that allmessages consistof a single

packet whose transmission time isequal to the slotsize.

3.3.1 Broadcast Mechanism

Consider the folded bus configuration shown in Fig. 3.1(a). We assume that

upstream to each transmitter there is a receiver. The most upstream user transmits

a clock signal which keeps the system bit synchronous. From this clocking informa-

tion, users listening to the channel are able to identify flied length slots traveling
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Fig. 3.2

CONTROL FIELD

Slot Format.

downstream. Each slot begins with a control field. (See Fig. 3.2.) The control field

consists of a busy bit (BB), reset bit (RS), and one request bit for each of the traffic

classes supported by the network. We denote the request bit of class-k traffic by

RB_.

Two algorithms for setting the request bits are proposed resulting in two service

disciplines: most-upstream-fi_t-served (MUFS) and round robin. In the MUFS

approach, a station with a backlogged class-k request sets ahd reads RB_. If it

reads RB_=0, then it was successful. Otherwise, it should try again in the next

slot.

In the round-robin version the access protocols corresponding to different classes

run independently. _Ve describe the access protocol corresponding to class k. We

first describe how the stations access the class-k request bits within the round and

then describe the mechanism by which a new round is initiated. Within a round a

station can set RlBk of a slot, only if in the previous slot it reads RBk - 1. In that

case it simultaneously sets and reads tt, Bk; setting an already set bit is assumed

to have no effect. If it reads l_Bk -- 0, then it was successful. Note that within a

round, every station may set RBk only once.

The mechanism for initiating a new round is similar to Expressnet. Define

a train to be a succession of RBk--1 in a given round. The end of a train on
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the inbound channel,EOT(in), is detectedwheneveran RBk=I is followed by an

RBk'-0. To start a new round, EOT(in) is used as the synchronizing event. To

avoid losing synchronization, after detecting EOT(in), all stations set the first RBk

on the outbound channel Therefore the first RB_ in such round is ignored. Note

that at the beginning of the round, although the most-upstream station does not

read P_Bk(out)---O, it nevertheless accesses the request bit as if it was set.

3.3.2 Station Architecture

The station architecture is depicted in Fig. 3.3. For each class of traffic there

exists a local request queue and a shift register. In addition to these, there is a

packet buyer, a global request queue, and a scheduler. When a packet is generated,

it is put in the packet buffer. At the same time, a request is put in the local

request queue of the appropriate class. The request which is put in the local queue

is the po/nter to the packet in the packet buffer. Requests are broadcast using one

of the mechanism described above. Recall that broadcasting a request of class k

corresponds to setting the class-k request bit RBk. When the station successfully

sets RB_, it removes the request from the head of class-k local queue and_inserts it

in the class-k shift register. At all other times a nil pointer is inserted in the shift

re_ters.

The delay through each of the shift registers is equal to the propagation delay

from the transmitter of the station to its receiver. (Note that, in the folded bus

topology of F!g. 3.1(a), this delay is the same for all stations.) Whenever a set

RBk is observed on the inbound channel, the output of the class-k shift register

is removed and tagged with the broadcast-time of the request and its class, and

put in the global queue. (RBk--1 at the begining of the round under the round

robin algorithm is ignored.) Note that if the pointer is nil the request belongs to
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another station,otherwise itbelongs to the same station. (Hence, there isno need

to transmit station ident_cation in the request.)

The broadcast-time of the request,which is equal to the time the request is

received on the inbound channel minus the round-tip delay,isused as an estimate

for the _eneration time of the packet. The inaccuracy in thisestimate is equal to

the queueing delay at the localqueues. The queueing delay at every local queue

isa function of the load factorat that queue, i.e.,the average number of requests

generated in that class.Clearly,thelower the load factoris,the smaller the queueing

delay is. Ifthe total tra/r_isuniformly distributedamong classes,the load factor

fee eme.hof the classesislow. If,on the other hand, a large fractionof trafBcisin

one class,then the load factorfor that classislarge.To reduce the load, more than

one request bit may be allocatedto that class;this has the effectof dividing the

load into severalqueues, each with lower load and delay.

Each request in the global queue consistsof a packet pointer (possibly nil),a

class,and au estimate of generation time. The classspecifiesthe cost function of

the message. The scheduler uses the cost functionsand the (estimated) generation

times to selecta packet for transmission in the next slot. If the pointer of the

scheduled packet isnil,then the scheduled packet belongs to the some other station.

Otherwise, the packet belongs to the same stationand must be transmitted in the

next slot.

Due to the specialfeatureof thefolded bus topology,there isconsistencyamong

the stations. To illustratethis,we consider the stations $1 and $2, where S1 is

upstream to $2. The propagation delayfrom the transmitterof$1 to the transmitter

of$2 isequal to the propagation delayfrom the receiverof $1 to the receiverof $2.

Recall that the content of the globalqueue at a station is only a function of the

requests received by that stationon the inbound channel. Therefore, the state of
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the global queue at S1 when a slot arrives at S1, is identical to the state of global

queue at $2 when the same slot reaches $2.

Before transmitting the packet in the slot, the Station checks the busy bit (BB)

of the slot. If BB is not set, the station sets it and transmits its packet. If BB

is already set, it means that the slot is used by some upstream station. Such a

conflict can occur only if there has been inconsistency among the global queues.

In that case, the station detecting the error sets the reset bit (RS), so that the

head station broadcast the content of its global queue. The RS is also used by the

stations which are becoming active to acquire the content of the global queue. Thus.

if inconsistency is to occur due to errors, the redundancy created by BB allows the

stations to detect it and recover from it.

3.4 Summary

In this chapter, we presented a broadcast local area network for integrated-

services applications. This network was based on the distributed implementation

of scheduling policies. The proposed scheme included (i) a mechanism for the dis-

semination of all relevant information required by the scheduling policy, and (ii)

a station architecture which allowed the implementation of the scheduling poli-

cies described in the previous chapter. The broadcast protocol was based on the

attempt-and-defer access mechanism. In the next chapter, we will present a number

of fiber optic configurations for local area networks, in particular those based on

the attempt-and-defer access mechanism.
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Chapter 4

Fiber Optic Configurations for Local
Area Networks

The medium that provides high bandwidth in local area networks is naturally

fiber optics. While this technology lends itself emily to networks with point-to-point

links, (e.g., rings) with broadcast networks the problem is more complex. Due to in-

trimic characteristics of certain fiber-optic components, in particular the reciprocity

of couplers and the low impedance of detectors, the use of this tectmology in the im-

plementation of a shared multitapped bus requires caseful design consideration. It

has been known that, due to the reciprocity and excess loss of optical couplers, the

number of stations that can be accommodated on a linear fiber optic bus is severely

limited [HUDS74, MILT76, ALTM77, AU1ZA77, VILL81, SCHM83, LIMB84]. In

this chapter, we first examine the unidirectional networks in question (folded bus

and dual bus topologies) and extract features which prove useful in dvising fiber

optics configurations. We then present various fiber optics configurations for the

implementation of the unidirectional broadcast networks. In the following section

we provide a complete power budget analysis of fiber optic configurations. This

leads to the performance evaluation of the configurations in terms of the maximum
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Fig. 4.1 Star con_guration.

number of stations that can be supported for a given power margin.

4.1 Feature Abstraction

In the folded bus structure shown in Fig. 3.1(a), we distinguish two basic func-

tions. The first is that of providing connectivity among all stations for data trans-

mission; that is, the provision of data transmission paths among the stations' trans-

mitters and their receivers for broadcast communications. The second function is

that of providing the required feature for access control; this consists of achieving

a physical order among the stations according to which the latter use the synchro-

nizing events.

In the particular configuration shown in Fig. 3.1(a), the data transmission and

access control functions are combined into a single linear bus, with appropriately

placed sense taps, transmit taps and receive taps. However, these two functions

may be implemented in two separate networks of possibly different topologies: a

data subne_work and a control subnetworlz. For example as shown in Fig. 4.1, the
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first may havea star topology satisfying the full connectivity requirement, and the

second may be a linear bus achieving the linear order requirement. (The star coupler

shown in the figure simply distributes the power from its input a-'ms into its output

arms.) In the next section, we consider a number of fiber optic configurations for

the control and data subnetworks.

The dual-bus structure of Fig. 3.1(b) can be viewed as composed of two linear

control sulmetworks (as defined for the folded bus structure) and thus can use

the control configurations proposed in section 2. Also, the data configurations

p_ _ni that section can be employed independently for access schemes which

do not require any linear ordering among stations. Examples of such schemes are

PODA [JACO78] and HAM [HANS81], both of which achieve a high utilization of

bandwidth through a reservation technique.

It is known that the throughput performance of an attempt-and-defer scheme

deg_'ades as the time td that a station takes to detect EOC(out) on the control

subnetwork increases [TOBA83]. Since the bandwidth needed in the control sub-

network is lower for larger values of t_, it is possible in the folded bus structure to

trade throughput for (lower) bandwidth of.the control subnetwork, which may then

be implemented using cheaper optical transmitters and receivers, or a medium other

than fiber optics such as twisted pair or coa._cial cable. (If the control subnetwork is

implemented in fiber optics, at every station, instead of using separate transmitters

for the data and control subnetworks, we may use only one transmitter and split

its output throug_ a coupler between the two subnetworks.)

In all data configurations that we consider, as is also the case in the original

structure of Fig. 3.1(a), the data transmission subnetwork can be separated into

two parts: the da_a collection 8ubne_work and the da_a distribution aubne_work.

This partitioning of the data transmission network implies that there e_sts a single
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.f_nneling poin_ separating the transmitters from the receivers, through which all

packet transmissions flow, and such that the collection subnetwork connects all

transmitters to this point, and the distribution subnetwork connects tl_s point to

all receivers. For example, for the linear bus structure, the funneling point is the

bus segment connecting the outbound channel to the inbound channel, and in the

star configuration, the star coupler constitutes the funneling point.

Regardless of the particular network structure implementing the folded-bus

structure, to maintain its performance characteristics, it is required that all packets

in a round flow through the funneling point without overlap and with a minimum

gap separating them. While this requirement is naturally achieved in the structure

shown in Fig. 3.1(a), for a structure which separates the data transmission network

from the control network, it implies the foUowing: for any pair of stations S_, S j,

j > i, the propagation delay from S_ to the funneling point on the data collection

subnetwork must be equal to the sum of the propagation delay from Si to S i on

the control network and the propagation delay from S i to the funneling point on

the data collection subnetwork. If the data and control subnetworks are both im-

plemented using fiber optics, this requirement translates into a set of equalities in

terms of fiber lengths, and can easily be satisfied by having the control and data

collection fibers in the same cable.

In the case of Expressnet, there is an additional constraint: in order to imple-

ment the start of round procedure based on EOT(in) as was described in chapter

3, section 3.1, the delay through the data transmission subnetwork from a station

back to itself must be the same for all stations. This requirement is clearly satisfied

by the star configuration shown in Fig. 4.1.
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Fig. 4.2 Confi_rations for the control subnetwork.

4.2 Fiber Optic Configurations

4.2.1 Conflguratiou for the Control Subnetwork

A directimplementation of the control bus (as shown in the star co._,.gttmtion

of Fig. 4.1),is depicted in Fig. 4.2(a)and is referred to as the basic control(C)

coition. Due to excesslossand reciprocityof couplers,the maximum number

of stations that can be supported by this configuration isquite limited. Here, we

propeme two techniques to overcome thislimitationand alsodiscuss the use of non-

reciprocalcouplers.

4.2.1.1 Stretched Configuration

The number of couplers needed to implement the control subnetxvork may be

decreased by a factorof two from that of the basic control configurationby consid-

ering the configurationshown in Fig.4.2(b).In thisconfigurationa singlecoupler is

65



used per station (for its transmitter), with the output of its otherwised unused port

connected via an additional s_re_ch of fiber to the sensor of the next downstream

station. (The sensor of a station must be able to sense the activity due to only

the upstream users.) This configuration is referred to as the s_retched control (SC)

configuration. In a typical local area network, the cost of the additional fibers is

outweighed by the saving in the number of couplers.

4.2.1.2 Bypassed Configuration

The number of couplers between transmitters and receivers may be reduced by

providing bypass paths as shown in Fig. 4.2(c). This control configuration is referred

to as the bypassed (and s_retched) control (BC) configuration. Assume that there

is an equal number of couplers, n, on each bypassed segment. Then the number of

couplers between T1 and R_r over the signal path with the least number of couplers

is 2n +-_-1, which is minimized at n - k/'_" Therefore, the number of couplers

between any trammitter-receiver pair is less than or equal to 2k/2(N - 1) - 1, as

compared to N - 1 in the SC configuration. (The couplers on the bypass bus may

themselves be bypassed so as the bound on the number of couplers between any

transmitter-receiver pair be of the order of _/'N, and so on.) bypassing improves

the performance of the configuration, for suffÉciently large values of N,

In the bypassed control configuration, the variation in propagation delay over

all signal paths between every transmitter and receiver pair must be much less than

a bit period. Otherwise, the resulting ambiguity in the bit timing may significantly

increase the bit-error rate. We note however that, even at high data rates, the

propagation delays can be sufficiently equalized by simply having the bypass and

main fibers in the same cable. (Indeed we observe that, when the data rate is 200

Mbps for example, one bit period corresponds to the propagation delay over 1 meter
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Fig. 4.3 Optic_ coupler.

of fiber.) Furthermore, we cannot have both bypass aud main fibers be singlemode

when lasersources are used. Otherwise, the temporal coherence between the signals

received over separate optical paths can result in fading at the receivers.

i.: _

4.2.I.3 : Non-reciprocal Couplers

B_id_ excess 1_, the factor which li_ts the number of station.q on a linear bus

isthe re_procity of the couplers. Reciprocity demands that the fractionof power

m_o_d f_c_ a fib_- be _lt_l to the fraction of power injected into that fiber.

Thin isclearlynot desirable,sincemore stations can be supported ifev_ station

injectsmeet of itspower into the bus even ifitneeds to remove a small fractionof

i

the power from the bus. With the notation defined in Fig. 4.3, the input-output

relationshipof a reciprocal(or symmetric) coupler isgiven by

(4.1)

where a denotes the transmittance due to an excess loss of Ec dB: i.e. c_ _-

10--Ec/10.

Recently a number of non-reciprocal(or asymmetric) couplers have been de-

signed and implemented. In one such implementation, the light is strongly coupled
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from a singlemode fiber to only a few individual modes of a multimode fiber. How-

ever, only the small fraction of the power propagating in these individual modes

iscoupled out of the multimode fiber [WOOD85]. In another implementation, an

asymmetric biconicaltaper coupler ismade by using fibersof differentcore diame-

tersor by tapering the fibersby differentamounts [RIVE84]. Any coupling matrix

which cannot be put into the form of the matrix in (4.1), corresponds to an asym-

metric coupler (as long as the columns of the matrix add .up to less than one). For

the sake of simplicity we only consider the asymmetric couplers which have the

- -

following characteristics:

(4.2)

The error made in approximating the true characteristic of asymmetric couplers by

(4.2), can be bounded by augmenting the excess loss.

4.2.2 Configurations for the Data Subnetworks

Here, we study a number of fiber optic configurations for the data subnetworks.

Based on their topologies, the configurations considered here can be grouped into

three classes: basic, hybrid, and compound. In a basic configuration the same

topology is used for both the collection and distribution subnetworks. In a hybrid

configuration, different topologies axe used for the collection and distribution sub-

networks. In a compound configuration a set of collection subnetworks is connected,

via a star, to a set of distribution subnetworks.

4.2.2.1 Basic Configurations

The first basic configuration we consider is the linear (L) configuration, in

which both the collection and distribution subnetworks have a linear-bus topology,
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with the control function provided by the (linear) collection subnetwork. This

configuration is shown in Fig. 4.4(a). Although not shown in Fig. 4.4(a), one may use

the bypass technique proposed in the previous section to implement the collection-

control subnetwork. In the configurations considered in this section only the stretch

feature is used; the effect of the bypass feature on the performance is well understood

from the previous section.

The second basic configuration to implement a data subnetwork is the star (S)

coafigu_tion, as shown in Fig. 4.4(b). For the sake of clarity, the fiber lengths in

the data contlgumtions shown in this section are not adjusted to achieve the same

delay hum every station back to itself, as required by Ex'pressnet.

The third basic configuration we consider is the tree (T) configuration. This

conitguration differs from the star configuration by the fact that the data subnet-

work is based on a minimum.dep_ binary-tree topology, as depicted in Fig. 4.4(c).

(A linear topology can also be viewed as a binary-tree topology but with the max-

imumdepth po_ible.) We require the collection and distribution subnetworks to

be co_ for m'in;m,,m depth, in order to mlnlrn'iT.e the m_--_'im,,m number of

couplers betwee_ transmitters and receivers. _

4.2.2.2 Hybrid Configurations

Among the hybrid configurations, we choose two which combine some of the

features of the linear-bus, star, and tree configurations. In both of these configura-

tions, the collection subnetwork has a linear-bus topology which also provides the

control function. This choice is made to avoid the need for a separate control sub-

network. The distribution subnetwork of the First configuration is based on a star

topology, as depicted in Fig. 4.5(a). (Note that only one of the star coupler's inputs

is used.) This conf_rurationis referredto as the Linear-Star (LS) configuration.
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Fig. 4.5 Hybrid con_rations for the data subnetwork.

The distribution subnetwork of the second con_uration is based on a tree topoi-

ogy, as shown in Fig. 4.5(b). This conjuration is referred to as the Linear-Tree

(LT) configuration.

4.2.2.3 Compound Configurations

Among the many compound configurations one may conceive, we consider two

in which the set of collection subnetworks and the set of distribution subnetworks all

have the same topology. The first compound configuration is the linear-star-linear

(LSL) in which the subnetwor'ks have a linear-bus topology (see Fig. 4.6(a)). The

second compound configuration is the tree.$tar-tree (TST) in which the subnetworks
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have a minimum-depth binary-tree topology (see Fig. 4.6(b)). Both compound

configurations require the provision of a linear control subnetwork.

The basic configurations which are described above are special instances of the

two compound configurations. More specifically, when S = N both compound

con_gurations are the same as the star configuration. The LSL configuration with

S = 1 is nearly the same as the linear configuration. (The only difference is that the

collection bus of the linear configuration also provides the control function, while

the LSL configuration with S - 1 does not provide the control function. The two

configurations, however, can support almost exactly the same number of stations.

See Appendix A for details.) The TST configuration with S -- 1 is the same as the

tree configuration. We refer to S as the funneling width.

4.3 Power Budget Analysis

In this section, we provide a unified approach to the power budget analysis ap-

plicable to the various configurations considered in section 4.2. Using this approach,

we can determine whether'or not a configuration can support a given number of

stations. In section 4.4, based on this approach, the maximum number of stations

that each configuration can support is numerically computed. However, at the end

of this section, we present a theoretical bound on the (maximum) number of stations

in data subnetworks.

4.3.1 Formulation of the Problem

Let $ denote the set of all transmitter and receiver pairs that need to commu-

nicate. Let M denote the number of couplers in the network. For i -- 1, 2 .... M, let
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Ci denote the ith coupler and zi its coupling fraction. Let x _- (Xl,X2, ...XM) and

X _- {x : zmin _< zi <: zmax; i = 1, 2, ...M}. For a point A and a point B downstream

of A, let G(A, B; x) denote the transmittance from A to B as a function of x. Note

that G(A, B; x) is simply the product of the transmittances of components through

which the path from A to B passes.

For every transmitter T in the network, let :P(T) denote its output power in

watts. For every receiver (or sensor) R in the network, let :P(R) denote its sensitivity

in watts. To have full connectivity in the network, for some x E X, we must have

:P(T)G(T, fl;x) >_ :P(R) V(T,R) E S (4.3)

Let PT be the maximum P(T) among all transmitters. Let PR be the minimum

:P(R) among all receivers. To simplify the analysis without loss of generality, we

construct a virtual network as follows: we divide the transmittance of the fiber

transmitter T to the network by a factor _/_, and that of the fiberconnecting a

connecting a receiver R to the network by a factor _ Now in terms of the
rR "

transmittances in the virtual network, let

G(S; x) _ rain G(T, R; x) (4.4)
(T,R)eS

Then full connectivity is possible if

x) > (4.5)

4.3.2 Optimization of Couplers

Here, we present a technique for optimization of couplers which is applicable to

any network configuration that satisfies the following two conditions:
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Ch The configuration must contain optical paths only between those trans-

mitter and receiver pairs which need communicate, namely the pairs in

the set S.*

C2: The subnetworks connected to the ports of a coupler should be non-

overlapping; this implies that the configuration is loop free.t

All configurations presented in the previous section above satisfy both conditions.

Our objective is to find x which maximizes .C_,9; x). Consider some coupler Ci,

1 _< i < M, and fix the coupling fraction of every coupler Cj, other than Ci, to some

value, say zp Next, consider the m,t_mi_.ation of .Ca(S; x) over zi. (This implies

that we are performing a local optimization of _.(8; x) over zi.) Clearly, zi affects

the transmittance from a transmitter T to a receiver R, only if the p_h from T

to R goes through the coupler Ci. Let Si denote the set of such (T,/_) pairs. As

a consequence of condition C1, a sufBcient but not necessary condition for zi to

maxim=e x) is that it matures  2(Si; x).

Based on condition C2, the coupler Ci partitions the configuration into four

subnetworks, as depicted in Fig. 4.7. Let Af/a denote the subnetwork connected to

port C_'. If there is a (T, R) pair in $ such that the path from T to R goes through

C_', let G_(8; x) denote the minimum of G(T, C_; x) over all such pairs. Otherwise,

let G_(S; x) be i_ty. Note that G_(,.q; x) is not a function of zi. (To simplify

some of the following expressions, we may use G_ for G_(S; x).) Similar entities are

defined for the other ports of Ci, as specified in Fig. 4.7. Based on these definitions,

and the coupler transmittance relations given by (4.1), we get

G_($1;x) _min{G_G[(l zi), G_G_zi, b c b= -- GiGizi, GiGi(1 -- zi)} (4.6)

"For an example given below, this condition is somewhat relaxed.

tAs demonstrated by example 2 below, the milder condition of just being loop free is not sufficient
for the optimality of the conditions derived hereafter.
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Fig. 4.7 The partitioning of a configuration by a coupler CI and the corresponding

notation.

A plot of G(S/; x) as a function of xi is given in Fig. 4.8. Let

L_l_mi n
(4.7)

In Fig. 4.8, we observe that G(Si; x) is maximized at

II1u.t"f /'waf',c f_bf'_d) 1 Xmax

"t t.r i _ri , _i_Ji ._ |
xi= . a c-_--g'_'_---_ d b c '

'mm{Gi Gi' Gi Gi } + mm{Gi Gi ' GiGi } J _mm
(4.s)

Up to now, we have been assuming that all the coupling fractions other than xi

are fixed. Now, we select all the coupling fractions in such a way that for every

i = 1, 2, ...M the local optimality condition given by (4.8) is satisfied.
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Fig. 4.8 G(S_; x) as a function of zi.

As proved in Appendix A, this set of coupling fractions also results in the

maximum _.(5; x)." Now the technique for _ _.($; x) is clear:, to find an

optimum set of coupling fractions, we solve the set of equations given by (4.8) for

i = I, 2, ...M.

Claim: If x satisfies (4.8)for every I _ i S M, then it maximizes _(8; x).

Proo_ Let x be a vector satisfying (4.8). The proof consiszs of showing that if

i i

"Example 1 below shows that (4.8) is not a necessary condition for optimality.
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there exists a y in X such that _.(S; y) > _(S; x), then there must be a infimte

sequence of sets S", n = 0, 1,2,... such that S _ _ 0, S O -- S, and S n+l C S". But

since S is finite, this is a contradiction.

Let y0 = y. By assumption G(S°; y0) > G(S0; x) and x satisfies (4.8). Now, we

show that if there exits a pair (ST*, y") such that

ha: G(S"; y") > G(S"; x), and

B.: x satisfies (4.8) for every coupler C, for which _;_ _ y_,

then there exists a pair (S "+l, y.+l) satisfying An+l and Bn+l, such that

C.+1: S "+1 _ ¢ and ,._+I C ,_.

There must be a (T., R.) in S" such that G(Tn, R.; x) - G(S'_; x). From An,

we have G(T., _q.; yn) > G(T., R,,; x). Therefore, there must be a coupler C_. on

the path from T_ to R. such that its transmittance according to y" is strictly

greater than its transmittance according to x. Without loss of generality, assume

these transmittances are y_ and _h_, respectively (Another possibility is 1 - y_ and

1 - xil, respectively); we have y_ > xil.

Since y_ < Xmax we have xfi < xr_x. Based on B,, there exists a (T_+I, P_+I )

in S n such that the transmittance from Tu+l to Rn+l according to x is 1 - zi_

and G(T.+I,R.+I;x) = G(T.,R.;x) = G(,S";x) (See Fig. 4.8.) Without loss of

generality, we shall assume that T.+I is connected to C_ and R.+I is connected to

C_. (Another possibility is T.+I connected to C b and R.+I connected to cd.)

Let ,._+1 be the set of all (T, R) in 8*, such that T is in either j_ or -_i_

subnetwork and R is in either ._ri_ or .Af,_ subnetwork. Since (T,_+I, P_+I) E ,F "+1

and (T.+I,/_+I) _ S", C.+l follows.

Let y.+l be such that y_+l _ y_ if C_ is in Afi a or Aft, and y_+l _ z_ otherwise.

Since 1 - y_+l > 1 - y_, G(S"; y.+l) > G($.; y.). Therefore A.+l follows.
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Fig. 4.9

C3

C 2 R2

TI R 3

R4

T2 R5

Rs

A c_tion in which loc_l optimality of the couplers is not necessam"

for global opdm_y.

Noce that, for eve_- coupler C_ in j_a or ,_c G_(Sn+I;x) = G_.(S-;x). for

w = a, b, c, £ Therefore from B,, B,+I follows. Q.E.D

Example 1. This example shows that (4.8) is not a necessary condition for optimal-

ity: consider the configuration shown in Fig. 4.9. We assume that all components are

1__a_ Thenx= (½,½,½,½,½)s_tis_.(4.s)_d _(s; _)= ._.Howe,,er,G(s;y)=_
for any y -----(½, ½, ½, ½,YS) where ¼ _<Ys <_ ¼ ...."

Example 2. This example shows that (4.8) is not a sufficient condition for opti-

mality in a configuration which is loop free but does not satisfy C1: consider the

c_tion shown in Fig, 4.10. We assume that all components are ideal. (4.8)

is satisfied for any x - (=,z,z,z) where 0 <_ z <_ 1. However, _(3:x) is only

_=d=,_,ed= _= (_, ._,_,½).

For a general configuration, the set of equations given by (4.8), for i = 1, 2 .... :_f.

is solved iteratively. However, in the case of a collection or distribution subnetwork
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C1

Fig. 4.10 A loop-free con/iguration which does not satisfy condition C2.

A

T, T2 TnLrn:! r,t.2... T.t..

Fig. 4.11 A collectionsubnetwork based on a (general)binary,tree topology.

based on a binary tree topology, of which the linear-busand the mlnimum-depth

binary treeare specialcases,we show that the solutioncan be obtained recursively.

Consider a collectionsubnetwork based on the binary treetopology as depicted in

Fig. 4.11. (Although, only the case of a collectionsubnetwork isdiscussed,similar
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statements hold for the case of a tree distribution subnetwork.) From the above

definitions, for every coupler Ci in this configuration, G d is infinity. Therefore, (4.8)

reduces to

[ c,, l"-
a b i = 1, 2, ...M (4.9)

zi= [G i +Gij,,.i *

Using (4.9), one can optimize the couplers in such an order that, for every i =

1, 2, ...M, when Ci is optimized, both G_(,.C; x) and G_(S; x) can be computed in

terms of the coupling fractions which are already optimized. First, one optimizes

a coupler which has each of its input ports connected to a transmitter, in each

sub6equent step, one optimizes a coupler which has each of its input ports connected

to either a transmitter or to an already optimized coupler. It is interesting to

note that, when Zmin = 0 and zmax = i, the optimization results in the same

transmittance from every transmitter to the fim.pl;.g point. Furthermore, ifall

the other components are ideal - i.e, the excess-lou of couplers, the insertion

loss of connectors and splice_ and the fiber attenuation are all zero - then this

transmittance is exactly equal to _, where n is the number of transmitters connected

to the collection subnetwork. We show this by induction: clearly the assertion is

true for n = 1. For n _ 2, as_rne it is true for any n I less than n. In Fig. 4.11,

let nl and n_, (nl + r_ = n) denote the number of stations in the left and right

subtrees, respectively. Let z be the coupling fraction of coupler C which is at the

root of the tree. By assumption G(_, C b) = 1 for 1 < i < nÁ and G(Ti, C a) = 1
nt.

for n! + 1 < i < hr. From (4.9) we have

1
., nl
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Fig. 4.12 Linear collection subnetwork.

CI C 2 C N

r, % ri _2 r. _N"

Fig. 4.13 A configuration which does not satisfy condition C1.

and

G(_,C°)= =G(T.Ch = !
n

l<i<n!

1
G(Ti, C") = (1 - z)G(T_, C") = - m+l<i<n

(4.11)

In a linear collection subnetwork with ideal components where the couplers are

indexed as in Fig. 4.12, the optimum coupling fractions are given by

1

zi = _- 2 < i < N (4.12)

Finally, we consider the configuration shown in Fig. 4.13, which has been exten-

sively treated in the literature [ALTM77, AURA77, VILLS1]. This configuration

does not satisfy condition CI: although the transmitter and receiver of each station

need not communicate, there exists a path between them. Fortunately: (4.8) can
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easily be modified for this configuration as follows. From Fig. 4.7, it is clear that.

for i - 1, 2, ...N, _ is the only transmitter in network j_b and R4 is the only receiver

in network j_d. Hence, to disregard the path from Ti to _ in the optimization, we

simply clrop the last of the four terms which appear between the brackets in (4.6).

Then, the new set of conditions for local optimality becomes

C.'Cc 1 ,m.-_-_ / i = 1,2,...N (4.13)• a d b ¢
zi = G_G_ + rmn{GiGi, GiGi}Jx=i"

Based on a proof similar to that given in the appendix A, we can show that when

the coupling h'aetions satisfy (4.9), they also m,*_m!_.e G($; x). It is interesting to

note that for the ideal components, when the couplers are indexed as in Fig. 4.13,

Vhe optimum coupling fractions are

zi -- max( 1 1
i'N_i+l ') (4.14)

The optimum e_tpl_ fraction is equal to 1 for the end stations and decreases

as we move toward the middie of the bus. For non-ideal components, the opti-

mum coupling fractions exhibit the same behavior [ALTM77, AURa77]. (See also

Appendix A.)

4.3.3 A Bound on Number of Stations

Here, we derive a theoretical bound on the (maximum) number of stations in a

data subnetwork. To derive this bound we assume the best possible situation, i.e.

ideal components and individually optimized couplers. Furthermore, we assume

that all transmitters have the same output power T_T, and all receivers have the

same sensitivity _R, in Watts. Consider a compound data subnetwork as shown

in Fig. 4.14 in which the collection and distribution subnetworks are based on a
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Rn
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R2n

RN-n÷I

2

Fig. 4.14 A general compound data subnetwork.

(general) binary-tree topology. To keep the bound simple, we assume that the

number of stations N is a multiple of S; i.e., N = nS. Note that the LSL and TST

data subnetworks - and hence the L, T, and S data subnetwor "ks - are special cases

of this data subnetwork.

From (4.11), we know that the transmittance from every transmitter to the star

input to which the transmitter is connected, is 1. Similarly, the transmittance from

every star output to every receiver to which the output is connected, is ] Fur-

thermore, the transmittance across an ideal star is _. Therefore, the transmittance

from every transmitter to every receiver is _ or s In order to have full con-s_- _'Wr.

nectivity in the data subnetwork the product of this transmittance and the power

margin jV( _- _ must be greater than one, or equivalently,

< (4.15)

Tile equality can only be achieved when the components are ideal and the couplers
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are individually optimized (and _ is an integer.) In L and T subnetworks, S is

equal to 1. Therefore,

N <_ V'_" (4.16)

It is e_y to show that (4.16) aho holds for LT and LS data subnetworks. In the

S subnetwork, the funneling width S is equal to N. Therefore

N < A4 (4.17)

Based on (4.15), for ideal components and individually optimized couplers, the

ma_m,,m number of stations Nm_x as function of S is plotted in Fig. 4.15. The

lea-most and the right-most points on every constant-power-margin line'segment

correspond to the L and S data subnetwor_, respectively. Clearly, as S increases

mere stations can be supposed. However, this is achieved at the cost of longer fiber.

Therefore it is desirable to know how one can trade-oi_ fiber length with rna_m.m

number of stations.

We assume that the stations are equally spaced along a straight line. Further-

more, we normalize the total fiber length to twice the distance between the fLrst

and the last station. Hence, the normalized fiber length for the star configuration

is exactly h r. The normalized fiber length in the LSL configuration is given by

l= (5'+ l)hr- 2S S
2(.N"- 1) + _- (4.18)

In the case of the TST configuration, assuming that N is a power of 2, the

normalized fiber length is given by

[s- 1+log + s
l -- 2(hr - 1)
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Fig. 4.15 The ma_mum number of stations as a function of the funneling width

in a general data subnetwork. It is assumed that the components are

ideal and the couplers are individually optimized.
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The trade-off betweenmaximum number of stations and fiber length is shown

in Fig. 4.16. The solid and dashed lines correspond to the TST and LSL data

subnetworks, respectively.

4.3.4 Coupler. Optimization in linear subnetworks

In this section, we show how the coupling coefticients in the linear subnetworks

are optimized. Here, these subnetworks are divided into three groups: linear collec-

tion and distribution data subnetworks, stretched control and collection-and-control

subnetw_lm, and b_ control subnetwork. The normalized fiber lengths in the

compound configurations are also given.

A. Optimum Coupler8 izt Linear Collection and Distribution Data S'ubnetwor_:

First, consider the distribution subnetwork of the linear configuration shown in

Fig. 4.4(a). Let zi denote the coupling coefr_ient of the ith receive coupler. For

1 _< i < N - 1, d,_qne Hi as the mlnlm,,m transmittance from the bus output of the

ith coupler to all downstream receivers. Define H/v to be infinity. For symmetric

couplers we have

H'i-1---a n_in{(l--xi)IIi,xi}

Hi-1 ismaximized at

2 _< i < N (4.20)

xi = -- 1 < i < N (4.21)
I+H_

Hence, the optimum coefficients can be recursively computed using (4.20) and

(4.21).For asymmetric couplers we have

Hi-1 -- c_rr_m{xiHi, 1 - x_ } 2 < i < N (4.22)
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Fig. 4.16 The trade-off between the maximum number of stations and fiber length

in TST (solid lines) and LSL (dashed lines) data subnetworks, tt is

assumed that the components are ideal and the couplers are individually

optimized.
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and

1
xi -- _ 1 < i < N (4.23)

1+Hi

In the case of collection subnetworks (e.g. those in LSL as shown in Fig. 4.6(a))

and symmetric couplers, the eoeificients are optimized as in the distribution sub-

network. For asymmetric couplers, the optimum coefficients are equal to unity.

B. Optimum Couplers in Stretched Control and Collection-and-Control Subnet-

wor/u: Cc_sider the control subnetwork of Fig. 4.2(b) and the collection-and-control

subnetwork of Fig. 4.4(a). Let Hi denote the m_nlm,,m transmittance from the bus

output of the ith tranmmt coupler to all downstream receivers. Similarly, let Fi de-

note the minimum transmittance from all upstream transmitters to the bus input

of the ith transmit coupler. H_v in the collection-and-control subnetwork is equal

to the minimum transmittance from the funneling point to receivers, and in the

control subnetwork, it is equal to iniiaity: $'1 in both eases is equal to infinity. For

symmetric couplers Hi is given by (4.20) and _ is given by

,Fi+I---'-a min{(l - zi)Fi,xi} 1 <_i <_N - 1 (4.24)

Let xi denote the coeiBcient of the ith transmit coupler. Based on (4.8), for sym-

metric couplers, the optimum coefficient are given by

rain{l, FiHi}

xi = rain{l, _Hi} + min{_,Hi} 1 < i < N (4.25)

For asymmetric couplers, xlV is equal to 1, and the other coeiticients are given by

(4.22) and (4.23).

C. Optimum Couplers in Bypassed Control Subnetnlork:. Consider the bypassed

control subnetwork shown in Fig. 4.2(c). The required power margin is minimized
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by optimizing the couplers on both the main and bypass fibers. But due to the

presence of multiple signal paths between most transmitter-receiver pairs, joint

optimization of main-fiber and bypass-fiber coupling coefficients is computationally

complex. Instead we compute a set of suboptimum coefficients as follows.

For any coupler i on the main fiber, we let Fi and Hi be defined as in part B

above. Consider first symmetric couplers. We optimize the coupling coefficients

on a segment j of the main fiber in isolation using (4.20), (4.24), and (4.25), in

terms of boundary values F0_I),,+I and/'/i.n- To avoid the computational com-

plexity involved in a global optimization of the entire network, we make the ap-

proximation that F(i_l),_+l be equal to Hi.,,, for all j. Furthermore, we numerically

optimize /'/i.r_ in order to maximize the minimum transmittance from A i to the

segment's receivers and from the segment's transmitters to Bj (see Fig. 4.2(c)).

For asymmetric couplers, since the transmittance from .4 i to R_n+l is equal to

rl.jn_ 1
o/'(1 - zi.,_ ) t,i__(j_l)n+ 1 zi and from T(i_I).+ 1 to Bj is equal to an r-[Cn(j_l)n+l zi,

assuming again F(i_l),,+l = Hi.,, , the optimum zi.,_ is 1. Equations (4.22) and

(4.23) are used to compute zi, for (j - 1)n + 1 < i < jn - 1.

When the main-fiber coupling coefficients are optimized as above for every seg-

ment j, the minimum transmittance from A i to the segment's receivers is equal

to that from the segment's transmitters to Bj. Furthermore since the stations are

assumed to be evenly divided among the segments, this minimum transmittance is

the same for all segments. Therefore, the bypass coefficients can be optimized as in

the stretched control configurations of Fig. 4.2(b), where T i is replaced by Bj and

R_ is replaced by Aj.

4.4 Performance
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4.4.1 Configurations for Control Subnetwork

In deriving the performance results, we assume that the factor limiting the

maximum number of stations is the power margin and not the dynamic range, since

dynamic ranges as large as 60dB may be obtained with automatic-gain control

(AGC) by incurring a small penalty in the power margin [MUOI84]. (Of course,

a stflHciently long packet preamble for AGC and bit timing recovery is always re-

quired.) We ignore the signal attenuation due to cable loss; in the local environment.

distances will usually be less than 1 kilometer between active repeaters and thus

the fiber attenuation will be less than a few dB. For simplicity, the splice and/or

connector insertion lomes awsociated with the couplers are included in their excess

lOSS.* "

The coupling coeiHcients are individually optimized, as outlined in section 4.3.4. t

Dim:zvt_ the coupling coeiHcieats to a finite set of values reduces the maximum

number of statio-a for a given power margin. For example in the basic control

_tica, when the coupling coe_cients are quantized to multiples of -4dB, the

ma_m, lrn number of stations is decreased by about 20% [LIMB84].

• v!-

Figure 4.17 depicts the maximum number of stations as a function of the power

margin PM in the control subnetworks for a coupler excess loss of I dB. As it can be

seen, the stretch feature nearly doubles the number of stations that can be supported

for a given power margin. As mentioned above, for su_ciently large N, the bypass

feature further reduces the required power margin. The use of asymmetric couplers

results in an improvement in the performance of all the configurations and it is most

significant in the case of the bypassed control.

*A more precise formulation of this problem, which takes into account fiber attenuation and splice
and connector insertion losses, can be found in Appendix A.

tWhen all couplers are required to have the same coefficient, the maximum number of stations is

significantly smaller than that when they are individually optimized (see Appendix A).
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Figure 4.18 shows the maximum number of stations as a function of the excess

loss per coupler Ec, for a power margin of 40 dB. Although the ma:rimum number of

stations drops sharply as the coupler excess loss increases, the relative performance

of all control configurations remains the same for nearly the entire range of coupler

excess loss.

4.4.2 "Configurations for Data Subnetwork

The maximum number of stations as a function of the power margin for the

basic and hybrid data configurations is shown in Fig. 4.19. The excess loss of the

2 x 2 couplers, Ec,, is assumed to be 1 dB. The excess loss of an S x S star coupler is

assumed to be Ec log2 S, which is a good approximation for a family of commercially

available star couplers [CANSTA], and is exact when a modular star based on 2 x 2

couplers [MARH84] is used (for S a power of two). In the linear subnetworks, the

coupling coefficients are individually optimized as outlined in 4.3.4. Although the

coupling coefficients for the tree subnetworks are also individually optimized, using

! for all the coupling coefficients results in an additional loss of only a few dB (see2

Appendix A). (In fact ½ is optimum for all coupling coefficients when the number

of stations is a power of two.)

As shown in Fig. 4.19, there exist considerable performance differences among

the data configurations considered. (Not shown in this figure is a slight difference

between the performance of the LS and LT configurations when the number of

stations is not a power of two. See Appendix A.) These performance differences

are caused by the variations in the reciprocity and excess losses incurred in the

configurations.

First, we note that it is clearly the reciprocity loss that accounts for the per-

formance disadvantage of the linear and hybrid configurations based on symmetric
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couplers, as compared to the corresponding configurations based on asymmetric

couplers. Secondly, we note that a signiflcam portion of the disadvantage of the

tree configuration over the star configuration is also due to the reciprocity loss*.

The reciprocity loss of a coupler in the tree collection subnetwork is 10 log10 2 (_ 3)

dB. Since there are about log 2 N couplers from every transmitter to the funneling

point, the total loss due to reciprocity is 10 log10 N (_ 3 log 2 N) dB. (In fact. this

loss is incurred in any binary tree collection subnetwork, not necessarily having

minimum depth, with individually optimized coupling coefficients. See Appendix

A.) In the star configuration, of course, no reciprocity loss is present.

The second factor affecting the performance of a configuration is the excess loss.

In the star configuration the excess loss between the transmitters and receivers is

equal to that of the star coupler, namely Ec log 2 h r. In the tree configurations the

number of couplers between every transmitter and receiver is equal to the ntunber

of levels in the collection and distribution trees, or log 2 N. The total excess loss is

therefore equal to 2E¢ log 2 .IV, or twice that of the star configuration. In the linear

configuration the worst-case excess loss is between the transmitter of the first station

and the receiver of the last station and is equal to 2NEc. (Recall that no bypass

is used here; for large N, bypass reduces this loss.) The worst-case excess loss in

both linear-star and linear-tree hybrid configurations is equal to Ec(N + log 2 N).

In the compound configurations, as S increases the loss due to reciprocity is

reduced; hence more stations can be supported. However, this is achieved at the

cost of longer fiber. Therefore it is desirable to know how one can trade fiber length

for maximum number of stations. We assume that the stations are equally spaced

along a straight line and normalize the total fiber length to twice the distance

*Although not considered here, non-reciprocal couplers could be used at few levels of the tree
collection network; however, since for each of these couplers an output with a larger core diameter
is used, the use of non-reciprocal ports at many levels of the tree leads to impractically large core
diameters near the funneling point.
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between the first and the last stations. Based on these assumptions, the normalized

fiber length for the star configuration is exactly N (see Fig. 4.1).

The trade-off between the maximum number of stations and the normalized

fiber length, for an excess loss of 1 dB per coupler and a power margin of 40 dB, is

shown in Fig. 4.20. The curves in this figure are generated by increasing S, starting

from 1. (See the Appendix for the formulas used for the fiber length.) As S is

increased both the reciprocity and excess losses decrease, so that a larger number

of stations may be supported. As it can be observed, the relationship between the

number of stations and the fiber length is almost linear.

4,5 Summary

A number of fiber optic control and data con_mrations for the attempt-and-

dofe_ DAMA schcnnes were proposed. A general and unified approach to the power

budget analysis and optimization problem was presented. Based on this approach,

it was shown that in the control configurations the use of stretch and bypass tech-

niques may significantly increase the maximum number of stations. A set of data

configurations based on linear, star, and tree topologies were proposed and evalu-

ated. The performance improvements achieved by the use of non-reciprocal couplers

were also shown.
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Chapter 5

Conclusions and Future Research

5.1 Conclusions

In this work, we addressed the problem of integrated services on local area net-

works. We indicated that, due to the multitude of applications contemplated in

local envimnm__._ents, the volume of trafllc expected on local area networks will un-

doubtedly require higll speed operation of such networks; accordingly the solution

to integrated services local area networks will more naturally be found in unidirec-

tional networks with attempt-and-defer access mechanism, such as Expressnet and

Fasnet, as these are more eF_cient than the existing standard networks. Further-

more, it was indicated that the implementations of the physical layer of high speed

undirection LAN's will have to be based on fiber optics technology due to the high

bandwidth characteristic of such a medium.

The contributions of this work fall in two areas: (i) the incorporation of trans-

mission scheduling policies into the design of unidirectional local area networks in

view of supporting applications with differing requirements, and (ii) The study of a
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numberof fiberoptics topological configurationsappropriatefor the implementation

of ,midirectional Local Area Networks.

In chapter 2, we examined a number of transmission scheduling policies under

ideal conditions (i.e., zero propagation delay, and complete knowledge of all informa-

tion regarding messages to be scheduled). Under such conditions, the network could

be viewed as a single-server queueing system. A delay-cost function was assigned to

each message, and the problem consisted of determining a scheduling policy which

minimizes the expected cost per message. As the optimization problem in general is

quite complex, we considered six policies and compared their performance. While

the first four (fu-st-come-first served (FCFS), round-robin (RR), highest-penalty-

first-served (HPFS), and lowest-slack-first-served (LSFS)) had already existed in

the literature on scheduling policies, the other two (earliest-slot-first-served (ESFS),

and dynamic priority (DP)) constitute new proposals. Simulation was used co put

the six policies to the test. Both step and ramp delay-cost functions were consid-

ered. An arbitrary and general tra_c model was used, in which the delay allowance

and cost penalty for each message are randomly selected. All results considered have

shown the dynamic priority policy is superior to all others and thus is suboptimal.

In chapter 3, a network structure was proposed which can accommodate the

transmission scheduling policies discussed. (In this chapter, the assumptions lead-

ing to ideal condition have been relaxed.) We chose to consider a distributed im-

plementation for two reasons: reliability and improved performance. We proposed

(i) a broadcast mechanism for dissemination of all relevant information about out-

standing" messages as required by the the scheduling policies, and (ii) a station

architecture which allows the implementations of any of the scheduling policies de-

scribed in chapter 2.

The broadcast scheme was based on the attempt-and-defer mechanism over a
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folded bus structure, such as expressnet. This provided necessary features to guar-

antee consistency in the resulting decision made by stations regarding the message

to be transmitted at a given time.

In chapter 4, we investigated fiber optics topological configurations for unidirec-

tional integrated-services local area networks. We first extracted the special features

of doubly folded structure which proved particularly useful in devising fiber optic

configurations. We identified two separable functions: (i) the linear ordering among

the stations which is essential for an attempt and defer access mechanism, and (ii)

data t_sicm. We have pointed out that these two functions may be provided

by separate control and data subnetworks, as this could lead to a higher number

of stations that can be accommodated in the network. We have also identified the

separability of collection subnetwork and the distribution subnetwork in the data

transmissio_ networks, and took advantage of this fact in devising the various con-

flgumtiOmo

For the linear control subnetwork, we have proposed two novel topologies: the

stretched control coition and the bypass control coition. For the overall

network implementation, we have grouped the many proposed configuration into

three classes: basic, hybrid, and compound.

In chapter 4, we have also undertaken a complete power budget analysis of the

fiber optic contlgurations. In particular, we have provided a general and unified

approach to the power budget analysis, and to the coupler optimization problem,

and appli .ed the technique to the study of the fiber optic configurations. The re-

sults were given in terms of maximum number of stations that each configuration

could accommodate for a given power margin (We have also derived simple (but

loose) bounds on the number of stations.) It was shown that the stretched config-

uration for control subnetwork is superior to the straightforward implementations
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using two couplers per stations, and that for power margin above 35dB the bypass

configuration is superior to the stretched control configuration. As far as the data

transmission configurations are concerned, the star topology is the best; the next is

the tree configuration; below these come the hybrid configurations (i.e., linear/star

and linear/tree); the worst performance is attained with all ]]near topology.

Finally, in AppendLx A, we provided further results on the performance of fiber

optic configurations. In particular, we have taken into account the effect of com-

ponent parameters explicitly, and studied the sensitivity of performance to these

parameters. In the appendix, we have also considered the uniform optimization

of coupling fraction; i.e., the optimization under the constraint that all coupling

fractions be equal.

The numerical results have shown that, with multimode fibers, lngh-cost com-

ponents operating at 100Mps, and uniform optimization of couplers, all fiber-optics

configurations implementing folded bus structure can support more than 50 sta-

tions, with the exception of the all-linear configuration (i.e., linear collection and

linear distribution) which can support 30 stations. For configurations in which the

data (co_ection) subnetworks do not have a linear topology (i.e., tree, star, or com-

pound), the number of stations that these data subnetworks can support (discarding

the control subnetwork) far exceed 50, reaching several hundreds. The limitation

of 50 to 70 stations, depending on the data rate (50 Mbps to 200 Mbps,) is then

imposed by the linear control subnetwork

5.2 Suggestions for Additional Research

Several areas of related work have been untouched in this thesis. First of all, the

performance evaluation of the scheduling policies has been conducted based on a
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general(but arbitrary) model of message traffic and cost functions. It is important

to determine means by which to select the appropriate cost functions for messages

belonging to different applications in view of attaining the desired effects, and to

test the approach proposed in this thesiS (i.e., based on transmission scheduling

policies,) in realistic scenarios of services.

In: the transmission scheduling problem, which was formulated in chapter 2.

each cost function was defined on the delay of a single message. However, in some

applications, it is important to have some correlation among the message delays.

For example, consider voice traffic where message loss of upto 5% is tolerable. If the

cost functions are defined on the delay of single messages, the overall probability of

loss less than 5% can be achieved. But there is a possibility that lost messages are

lumped together, resulting in a significant degradation in voice quality. To avoid

this p_blem, the cost function must be defined on the delays of successive messages.

For exampl_ for the voice traffic, one may define the cost functions on the delays

of a block of messages. Then for a block size of say 20, the cost of losing more

than one message will be made very high. This will increase the separation between

the lost messages to acceptable level. Defining the delay-cost function or. a block

of messages makes the transmission scheduling problem more complex than when

delay-cost functions are defined on single messages. Since the original transmission

scheduling was analytically intractable, the new and more general problem is also

analytically intractable. Therefore, one must seek suboptimal solutions and resort

to simulation to test their performance.

There are two other areas which were not covered in this thesis. The first is

the VLSI implementation of the station's architecture. Such an implementation

must be simple and reliable. It must also have short latencies, such that the overall

performance is not degraded significantly. The other area of research is on the fiber

103



optic configurations. All configurations presented in chapter 4 were based on passive

bus topologies. However, to increase the number of stations supported on a bus, it

may be necessary, to introduce active elements, such as regenerative repeaters. This

will increase the number of stations, but at the same time will reduce the reliability

of the network, since active elements in general fail much more frequently than

the passive elements do. It is important to quantify the tradeoff between between

reliability and number of stations.
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Appendix A

Additional Results

Configurations
on Fiber Optic

In a general network, the coupling fractions resulting from maximization of

tranmittauce are not necessarily the same. But, in order to facilitate the maintain-

ability and flexibility of the network, we may need some degree of uniformity among

these coupling fractions. When there are no uniformity constraints, we refer to the

problem of maximizing the transmittance as Individual Optimization of Coupler,

(IOC), otherwise we call it Uniform Optimization of Coupler8 (UOC). In this ap-

pendix we present the performauce of the fiber optic configurations under uniform

optimization of couplers and compare it with that under individual optimization of

couplers. First, we briefly review the characteristics of the fiber-optics components

used in the construction of the transmission meditmx.

A,.1 Fiber-Optics Components

The fiber-optics components needed are the fiber, connectors, splices, couplers,

transmitters, and receivers. In describing the characteristics of these components,
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throughout this appendix and as in chapter 4, we denote the _ransmi_ance from a

point A on the medium to a downstream point B, by G(A, B). G(A, B) represents

the fraction of the power at A which reaches B.

Fibers :

Pulse dispersion and optical loss are the most important considerations which

affect the choice of fiber and wavelength of light. Pulse dispersion limits the fiber

bandwidth [Li78]. However, for the data rates and network dimensions required in

local area communications, multimode as well as singlemode fibers with sufficient

bandwidth are readily available, and thus pulse dispersion is of no concern in tl_s

study. The optical loss of the fiber, however, will be taken into account in our

analysis. Let f denote the fiber attenuation in dB/km. Then, the transmittance

from a point A to a point B due to l kilometers of fiber is 10 -tf/l°.

Connectors and Splices :

A connector is represented graphically by a circle as shown in Fig. A.l(a). It

is characterized by its insertion loss in dB, denoted by Lv. The transmittance

across a connector is thus given by 10 -Lc/l°. As commercially available connectors

may introduce higher loss than desired, in order to reduce the total loss through

the network, one may connect the fibers by splicing them. Letting Ls denote the

insertion loss of a splice in dB, (typically Ls < Lc), the transmittance through

it is 10 -Ls/l°. As the connection of two fibers can be implemented either by a

connector or by a splice, we refer to such a connection as a joint,, graphically a joint

is represented by a bullet, as shown in Fig. A.l(b). The insertion losses of a joint

in d.B is denoted by Lj.

Couplers :

In general, an rn x n coupler is a device with m input ports and n output ports

which distributes the power from any of the input ports among all output ports.
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(a) Connector (c) Coupter C

w

(b). Joint

S S

(d) Star Coupler

Fig. A.I Fiber-optics components: (a) a connector, (b) a joint, (c) a coupler, and

(d) an g x g star coupler.

We represent a 2 x 2 coupler by a directed line sesment tangent to a directed arc,

as shown in Fig. A.l(c). Since this representation is not symmetric with respect

to any pair of the ports, it allows us to identify the ports uniquely. As shown in

the figure, we denote the four ports of a coupler C by C a, C b, C c, and C d_. Due to

the reciprocity property of optical couplers, G(C a, C a) is equal to G(C b, Co), and

G(C a, C c) is equal to G(C b, Cd). Let Ec denote the excess-loss in dB through a

coupler and a denote the corresponding transmittance, i.e. _ -_ 10-Ec/l°.Then, for

some coupling fraction z, the transmittances through the coupler C are given by,

G(C', C = G(Cb,c =

G( C', C c) = G( C b, C d) = a(1 - x)

(.-L1)

Depending on the way the couplers are implemented, the range of coupling fractions

may be more limited than that from 0 to 1. Let Xmi, and Xm_x denote the upper

107



Table A.1

S

4

8

16

32

64

I0 logi0S + E(S) E(S) E(S)/log 2S

8.0

11.5

16.0

19.0

23.0

2.0

2.5

4.0

4.0

5.0

1.0

0.83

1.0

0.8

0.83

The excess-loss for a family of S x S star couplers [CANSTAR]

and lower limits on the coupling fractions. Normally, we have 0 _< Zmin < 0.5 <

z_aax _< 1.

A Star coupler is an S x S coupler which ideally distributes the power received

at any of its input ports equally among its output ports. A star coupler is depicted

in Fig. A.l(d). Let E(S) denote the excess-loss in dB through an S × S star coupler.

Then the transmittance through the coupler is l°-s(s)/l°
S

The excess-loss for a family of star couplers is listed in table 1 [CANSTAR].

Note that, as a good approximation, the excess-loss grows as log 2 S. For a mod-

ular star coupler based on 2 x 2 couplers [MARtt84], the excess-loss is approxi-

mately Ec log2 S. Therefore, in our computations, E(S) is assumed to be equal to

Ec log2 S.

Transmitters and Receivers :

An optical transmitter is a system consisting of a light source, a means for

efficiently coupling the source's output power into the transmission fiber, and a

modulation circuit. In the case of a laser, the system also includes a level control

circuit. Transmitters axe characterized by the maximum power they can inject into

the fiber. In terms of modulation rates, and to a certain degree the output power, a

typical LED system is quite limited compared to a laser system. However, for data

rates on the order of 50 Mbps, LED systems with reasonable output power (about

1 roW) are commercially available [MIDW83].
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(a}

Fig. _2 Linear c__on (L).

(b)

An opticS-_er Censists of an optical detector and a demodulation circuit.

A receiver k _ by its _ez_i_z_ty; i.e., the _um received power it

requir_ at _ _ and error rates.Due to severalphysical and cost constraints,

the se_itivity of opticalreceiversis higher than that of metallic cable receivers

[RHOD83]. Furth_nmm, for a given bit error rate, the higher the data rate prodded

by a receiveris, the lower isitssensitivity[OGAW83]. In an actual implementation,

since the sensors are not required to detect individual bits,their sensitivitymay

be somewhat better than that of data receivers. In section 4.4, we discuss the

implicationsof" the higher sensitivityof sensors.

A.2 Description of Configurations

As we have indicated in chapter 4, there are many flber-optics configurations

to implement the folded-bus structure. These have been grouped into three classes:

basic, hybrid, and compour_d. In figures A.2-A.8, we give an accurate representaion
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Fig. A.3 Star configuration(S/C).
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Fig. A.4 Tree configuration (T/C).

of the configurations satisfying the delay constraint and identifying all fiber optic

components involved.

A.3 Uniform Optimization of Couplers

In the uniform optimization of couplers, _(S; x) is maximized under a set of
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Fig. A.5 Linear/star configuration (LS).

Fig. A.6 Linear/tree configuration (LT).

uniformity conditions on the coupling fractions. The most obvious condition of

uniformity is to require that all the coupling fractions in the network be the same.

However, since the collection subnetwork, the distribution subnetwork, and the

control subnetwork may have entirely different topologies, such a condition may

in some instances lead to excessively small _(S; x).(For example, this is the case

for the LT configuration as will be seen in section A.3.3 below.) Moreover, main-

tainability and flexibility are not jeopardized if different couplers are used in these
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Fig. A.7 Linear/star/linear confi_Lration (LSL/C).
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Fig. A.8 Tree/star/tree configuration (TST/C).

subnetworks. Hence we perform the optimization on these subnetworks separately.

The subnetworks considered here are: the linear control, linear collection(/control),

linear distribution, tree collection, and tree distribution subnetworks.

Let z denote the common coupling fraction in the subnetwork under consid-

eration. If the transmittance from a point A to a downstream point B is a not a

function of z, it is denoted by G(A, B); otherwise, it is denoted by G(A, B: x). Note
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that G(A, B; z) can be separated intotwo factors.The firstfactorisconstant with

respect to z and isdenoted by Go(R, B). The second factorisxm(l - z)n, for some

nonnegative intergersrn and n such m + n >_ 1. For stationi = i,2,...N, let_, Ri,

and _ denote itstransmitter,receiver,and sensor,respectively.Here, for the sake

of simplicitywe assume that alltransmittershave the same output power and all

receive_ have.the sane sensitivity.

A. I,_sesr Control S_bne_vork:

Consider the control bus which isdepicted in Fig. A,9(a). Our objective isto

maximize .

G(,)a
l_<i<j<_#

From Fig. A.9(a), we have

zmi= < z < Zmx (A.2)

1-zG(_,/_/; z)= Go(_,/_j) x
z (1 - z) -i-2

Go( ,-e',v) < Go(T. )

2<i+l=j<N

2<_i+l<j<N ......

l<i<j<N

(a.3)

For N = 2, the optimum z is clearly Zmin. For N = 3, there are three transmit-

tances under consideration, the minimum of which is G(z). These are plotted in

Fig. A.10. From this figure, we observe that if the optimum z is strictly inside the

interval (Zmin, Zmax) then it must be equal to the positive solution of the following

quadratic equation,

Go( T1, R'3)z 2 = min { Go( T1, R_ ) , Go( T2 , R_3) } (1 - z) (A.4)
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(a) Linemr Control $ubnetwork

im

ILl I I
"r, Ri T2 R_ r3 R6.,T.., R6 rN

(b) Linear Collection/Control Subnetwork
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<. 1 2
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(c) Linear Collection Subnetwork

A

R I R 2 R n .! Rn

(d) Linear Distribution Subnetwork

Fig. A.9 The subnetworks on which the uniform optimization is performed.
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Uniform Coupling Fraction x

Fig. A.10 Co(S;z) as a function of z for linearcontrol subnetwork and N = 3.

Let

m_-{C0(T1,ed.),G0(T2,R_))
P= G0(Ts,R_) (A.5)

Then the optimum x is equal to . P . For N _> 4, a more interesting
Zmin

case, we have a simpler result due to the fact that

v_(z)= G(T1,J_v;_) = Co(T_,R_)_-_(1- _):v-3 (A.6)
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Fig. A.11 G__(S;z) as a function of z for linear control subnetwork and N >_ 4.

The sketch of function G(,9; z) is shown in Fig. A.11. By differentiating the

r _- 1_-'',
right ha_nd side of (A.6), we find that the optimum z is given by [_'Wri"-ij _mi,"

B. Linear Collection/Control S_bne_mork:

Consider the linear collection/control subnetwork which is shown in Fig. A.9(b).

116



Our objective is to maximize

Using Fig. A.g(b), we have in addition to (A.3),

xmin < x < xmax

(A.7)

Go(TI,A) < a0(T1,R_v)

i,j = 1,2,...N
(A.s)

Clearly

rain G(Ti, Rk;z)-Go(T1,A)x(1-z) N-1 rain G(A, Rk)
l_i<_N,l<k<N l<k<N

(A.9)

By di_erentiating, we observe that the right hand side of (A.9) is maximized at

rl ]====
.L_l=,,,i,,. Now, we show that [_]='== _--_m!-es G(z), by provingzmia

rz]"o-rain G(2_,/_/; ) > rain G(Ti, Rk; )
l <_i<$<_N -- l <_i<_N,l <k<N _.N j =rain

......(A.IO)

Recall that G(A, Tit) is the fraction of power at A which reaches R_. Therefore,

we have _ G(A,R_) <_ l aad thus vain G(A, Rt) < 1
l<k<N l_<k<N _ _-. From this inequality,

together with (A.3) and (A.9), (A.10) follows.

C. Linear Da_a Collee_ion and Distribution Subnetworks:

Consider the linear data collection subnetwork shown in Fig. A.9(c) with trans-

mitters T1, T2, ...Tn. This in fact may represent one of the collection subnetworks
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in a compound configuration. (A distribution subnetwork as shown in Fig. A.9(d)

can betreated in a similar way.) Our objective is to maximize

G(z) _ n'dn G(Ti, A; z)
l <_i<r_

Xmi n _ Z <__ Xrnax (.-Li_)

From the figure, we have

G(Ti, A; x) -" Go(Ti, A) x / (1- x)n-1

lz(1-z)_-_

i=1

2<i<n (.4.12)

Go(T. A) <_Go(T_+I,A) 1 < i < n - 1

From (A.12) we note that

V(x)-" min{Go(T1,A)(1 - x)n-1; C0(T2, A). _(_. - x)n-1} (A.13)

From Fig. A.12, we observe that G(x) is maximized at

1 Go(T_,A) ],m..x -- mJn(n - 1' Go(TI,A)+Go(T2, A) ) (A.14)
Zmin

D. Tree Collect, ion and Distribution Subnetworks:

In the case of the tree subnetworks, an analysis similar to the above becomes

intractable; a numerical search method may then have to be used. However, based

on the construction of the minimum-depth tree, it should be intuitively clear that

the Optimum coupling fraction must be _rery close to ½. (This indeed is the case for

all the numerical examples considered in section A.3.3 below.)
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Tt--1

Go(Tx, A)

Co(_'_,A)+ Go(y2,A)

Uniform Coupling Fraction x

Fig. A.12 __($;z) as a function of z for linear data collection subnetwork.

A.4 Numerical Results

Based on the parameters of commercially availablecomponents, we evaluate

the ma_ml,m number of stationsNmLx that each of the configurationswhich was

presented in sectionA.I can support. The effectof coupling fractionson -'¥mxxand

the sensitivityof Nmax to various parameters are also presented.

A.4.1 Commercially Available Components

_Ve assume that all transmittershave the same output power _PT-and allre-

ceivershave the same sensitivity_R, in Watts. The power rnar_n of the network
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Fiber Parameter Unit LC MR HC HC Ref

Multimode

or

Singlemode

Multimode

Singlemode

/
Lc

Ls

Lj

PR
Ec
Mc

Ec
Mc

PT
PM

dB/km 6 0.98 0.06 [SPECTRU_i]

dB 1 0.5 0.25 [LASERS]

dB 0.3 0.03 [FURUKAWER]
dB 1 0.17 0.03

dBm -20 -45 [PLESSEY]

dB 1 0.5 0.25 [ADC]

% 5 2.2 1 [NEC]

dBm -3 17 [SPECTRA]

dB 17 32 62

dB 1 0.22 0.05 [KOPERA]

% 1 0 0 [FIBERNETICS]

dBm 2 2 [LASER]
dB 22 32 47

Table A.2 Values used for fiber-optics component parameters. (Receiver sensitiv-

ity, PR, listed is for a data rate of 50 Mbps and a bit-error rate of

1o-9.)

in dB is PM _- PT --PR, where PT and PR are transmitter power and receiver sen-

sitivity in dBm, respectively. (Note that PM = 10 log10 .£4.) The range of coupling

fractions is assumed to be symmetric about 0.5; i.e., zmax = 1 - zmia; denote the

minimum coupling fraction in percent by Mc, i.e. Mc A= Zmin x 100%.

The parameter values for a number of commercially available components are

listed in table A.2. For every parameter, the value in the High Cost (HC) column

corresponds to the best commercially available component, and the value in the Low

Cost (LC) column corresponds to a component with a low cost but still reasonably

good characteristics. (References for values in the HC column are given in the

table.) For every parameter which directly appears in the power budget analysis,

an intermediate value equal to the geometric mean of the HC and LC values is given

in the Mid-Range (MR) column. Note that for some of the parameters, the values

for multimode and singlemode fibers are different and are thus listed separately.

In the case of multimode fiber, the HC and LC values given for the transmitter
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power PT correspond to laser and LED sources, respectively. (k core diameter of

50 pm is assumed.) In the case of singlemode fibers, since an LED cannot inject

sufficiently large power, both HC and LC values correspond to a laser source. The

values given for receiver sensitivity Pa in table A.2, are for a data rate of 50 Mbps

and an bit error rate of 10 -9. (Every increase by a factor of two in the data rate

corr_tmnds to about 3 dB degradation in the receiver sensitivity. Therefore, at the

data rates of 100 and 200 Mbps, the receiver sensitivity is about -42 and -39 dBm.

respectively.) Unless otherwise specified, we shall assume that the data rate to be

50 Mbl_ _t the remainder of the paper. Also, we assume that the stations

are _y spaced and the distauce between the first and the last stations is one

kilometer.

A.4.2 Maximum Number of Stations

The maximum number of stations, Nmx, for different subnetworks is computed

as follows. The power analysis of the previous section is used to evaluate the

m_,_ml,m power margin required to support a given number of stations, h r. Using

a numerical search method, the m_m,,m N for which the required power margin

does not exceed the available power margin is then found. For the values given in

table .4..2 (in which the data rate considered to be 50 Mbps) Nmax for all types of

subnetworks with the exception of the LSL and TST data subnetworks is displayed

in table A.3. (Tables A.4 and A.5 give Nmax for 100 and 200 Mbps, respectively.)

For the the LSL and TST data subnetworks, Nmax is a function of the funneling

width S and is shown in Fig. A.13. (The jaggedness in the curves is due to the

fact that as S is incremented by one, the number of stations in each collection

or distribution subnetwork can only decrease by an integer.) For these networks,

the trade-off between the maximum number of stations and fiber length is shown

in Fig..4..14. Note that, for a configuration which has separate data and control
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Fig. A.13 The maximum number of stations as a function of the funneling width

for multimode fiber and individually optimized couplers.
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Fig. A.14 The trade-off, between the maximum number of stations and fiber length

for multimode fiber and individually optimized couplers.
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Optimi-
zation

UOC

IOC

Configu-
ration

C

L

T

S

LT

LS

C

L

T

S

LT

LS

Multimode Fiber

LC MR HC

Singlemode Fiber

Table A.3

3 II 72

1 5 35

1 9 512

1 277 461417

1 6 62

1 7 63

4 21 120

1 9 59

1 15 629

1 277 461417

1 II 86

1 II 86

Maximum number of stations for

LC MR HC

3 13 69

1 6 34

1 15 128

1 451 36204

1 8 54

1 S 5S

5 27

1 11

1 18

1 451

1 13

1 14

a data rate of 50 Mbps.

145

72

179

36204

95

96

subnetworks, N,.ax is determined by the linear control subnetwork, (assuming, of

course, the latter is implemented using fiber-optics technology.)

In generating N_ for subnetworks containing star couplers, no limit has been

imposed on the size of the latter. It is to be noted, however, that the largest

commercially available star is 100 x 100 for multimode fibers and 3 x3 for single mode

fibers. But using a modular approach, larger couplers can be obtained[MARH84].

PP

From the results displayed in table A.3 and Fig. A.13, we note that there are

three major factors affecting Nmax. The first factor is the funneling width: as was

discussed in chapter 4, section 4.3.3, the S subnetwork can support significantly

more stations than the other data subnetworks. The second factor is the average

number of couplers and joints in the paths from transmitters to receivers. The faster

this number grows with the number of stations, the smaller is Nmax. For example,

consider the L and T subnetworks. The T subnetwork can support a larger Nmax
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Optimi-

zation

UOC

IOC

Configu-

ration

C

L

T

S

LT

LS

C

L

T

S

LT

LS
t i

Table A.4

Multimode Fiber

LC MR HC

2

1

1

1

1

1
d

3

1

1

1

1

1

Maximum

9 65

4 32

8 256

153 243836

5 54

5 56

18 iii

8 55

II 460

153 243836

9 78

9 79

Singlemode Fiber

LC MR HC

3 11 57

1 5 2S

1 8 67

1 237 18351

1 6 40

1 7 47

4 23 120

1 9 61

1 13 128

1 237 18351

1 11 7S

1 11 79

number of stationsfor a data rate of 100 Mbps.

Optimi,

zation
i,

UOC

IOC

Coafl_-

ration

C

L

T

S

LT

LS

C

L

T

S

LT

LS

Multimode Fiber

LC MR HC

2 7 58

1 3 29

1 5 256

1 69 128855

1 4 46

1 4 50

2 14 103

1 6 50

I 7 335

1 69 128855

1 6 71

1 7 72

Singlemode Fiber

LC MR HC

3 9 46

1 4 22

1 8 64

1 124 9301

1 4 32

1 5 38

3 19 105

1 8 51

1 I0 91

1 124 9301

1 8 62

1 9 63

Table A.5 Maximum number of stations for a data rate of 200 Mbps.

than the L subnetwork.The average number of couplers on the opticalpaths in the

L subnetwork grows as N while in the T subnetwork, itgrows as log 2 N. The third
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factor is the type of optimization of coupling fractions. IOC leads to substantially

higher Nmax than UOC.

A.4.3 Comments on the Optimum Coupling Fractions

In this section, we examine the numerical values of optimum coupling fractions

for various cases, and justify assertions made in section A.2 on uniform optimization.

Fig. A.15 shows the individually optimized coupling fractions in the linear con-

trol, linear collection and Linear collection/control subnetworks for N - 20, multi-

mode fiber, and mid-range component parameters. The behavior of the coupling

fractions as a function of the station position is very much similar to that for the

ideal components, as was discussed in chapter 4, section 4.3.2: in the case of _he

control subnetwork, the coupling fractions are about 1 for the end stations and

decrease as we move toward the center of bus; in the case of the linear collection

and collection/control subnetworks, as we move from station 1 to station N the op-

timum coupling fractions decrease continuously. (Of course, the coupling fraction

cannot be less than Zmi,,.) Also, by comparing the optimum coupling fractions for

the collection subnetwork to those of the collection/control subnetwork obtained

by individual optimization, we observe that, although the constraints imposed by

sensors are active, their effect on the coupling fractions is not significant. (This is

similar to the case of uniform optimization, where we have shown in section A.2

that the sensors' constraints are inactive.)

In section A.2, we stated that Nmax may be severely Limited if, in uniform

optimization, we require the coupling fractions in separate subnetworks to be all

equal. An example illustrating this point is the LT data subnetwork for which we

have listed, in table A.6, Nmax in two cases: case A where we have required the
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Fig. A.15 Individually optimized coupling fractions in the linear subnetworks for

N = 20,multimode fiber,and MR components.
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Table A.6

Fiber

Multimode

Singlemode

Components A B

LC 1 1

MR 5 6

HC 23 62

LC 1 1

MR 5 8

HC 15 54

Nmax in the LT configuration for two cases: case A where the coupling

fractions in the collection and distribution subnetworks are required to

be the same, and case B where they are not.

coupling fractions in the collection and distribution subnetworks to be the same.

and case B where we have not.

In part D of section A.2, we also stated that the optimum value of the coupling

fractions in uniform optimization of minimum-depth binary-tree subnetworks is

close to ½. We illustrate this fact by displaying in Fig. A.16 Nmax as a function of

the coupling fraction z, for the T data subnetwork, which pea'ks at z = ½.

Finally, consider the uniformly optimized coupling fractions in a linear subnet-

work, for example C. Fig. A.17 shows the number of stations as a function of the

(uniform) coupling fraction z. For the various cases, it easy to confirm that the op-

2 _ 2timum z is given by _N_"_'_-l( _:_-_) analytically derived in part A of section A.3.

Moreover, Fig. A.17 shows the insensitivity of Nmax to small (uniform) variations

around the optimum.

/k.4.4 Sensitivity of Nmax to Component Parameters

The sensitivity of/Vmax to each component parameter was obtained by varying

that parameter over some range while fixing all the other parameters. Based on a

large set of numerical results we have made the following observations:
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Fig. A.18 The m_'_irnllm number of stations as a function of the power mar_in for

HC components, multimode fiber, and individually optimized couplers.
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Fig. A.19 The maximum number of stations as a function of the power margin for

_II_ components, multimode fiber, and individually optimized couplers.
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LC components, multimode fiber, and individually optimized couplers.
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Figuers A.18, A.19, and A.20 display Nmax as a function of the power margin

PM for HC, MR, and LC component parameters (except for PM), respectively.In

these figureswe have assumed multimode fiberand individuallyoptimized couplers.

We note that in T and S subnetworks, the rate of increase in Nmax as a function

of PM isabout one decade per 20 and I0 d.B,respectively.This resultisconsistent

with the bounds (4.16)and (4.17)obtained in chapter 4, section 4.3.3.In the other

subnetworks, however, this rate of increase is below the ideal rate of one decade

per 20 dB, due to the fact that the number of couplers between transmitters and

receiversgrows linearlywith N. From these figureswe also note the importance

of PM. When PM is larger than 60 dB, and all other parameters have their _IR

values, all configurations can support more than o0 stations. In fact for a power

margin of just 50 dB, when all other parameters assume their LC values, the S

subnetwork can still support about 150 stations. (The figures can also be used to

compute Nmax of a C subnetwork when we take the difference between receiver and

sensor sensitivities into account.)

For the uniform optimization the behavior is the same as above. Fig. A.21

displays Nmax as a function of margin PM for HC components, multimode fiber,

and uniformly optimized couplers. In the case of T subnetwork, Nmax is almost

always equal to some power of two (hence the shape of the curve) for the following

reason:* for simplicity consider ideal components; when the coupling fraction is ½,

the minimum transmittance from transmitters to the funneling point (or from the

funneling point to receivers) is (½)[log2 NI; or the minimum transmittance between

transmitters and receivers is (½)2[l°g2N1; therefore Nmax is equal to some power

of 2. In the case of LT subnetwork, due to the linear collection subnetwork the

transitions between the successive powers of two are more gradual than those in T

"To show more clearly the transitions of Nma_ between the powers of two, we have have generated
1000 data points for the T and LT curves in Fig. A.21. All other curves contain 50 data points.
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Fig. A.2I The maximum number of stations as a function of the power margin for
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8

subnetwork.

Fig. A.22 displays Nm_x as a function of the coupler excess-lossEc. In this

figure (and subsequent figures),we have assumed multimode fiber,individually

optimized couplers,MR components in the S subnetwork, and HC components in

the other subnetworks, for multimode fiberand individuallyoptimized components.

We observe that,Nmax decreases significantlyas Ec increases.Note that in the T

and S subnetworks the rate of decrease isconstant over the entiredomain of -Yma×-

while in the subnetworks with a linearcollectionsubnetwork, the rate of decrease

islargerat smaller largerNmax. The mason is that, in the T and S subnetworks,

the average number of couplers (and hence their excess-loss)on the transmitter-

to-receiverpaths ison the order of log2Ar,while in the subnetworks with a linear

collectionsubnetwork itison the order of iV.

In allsubnetworks other than S, Nmax decreases considerably as the jointinser-

tion lossLj increases(seeFig.A.23); in the S subnetwork, regardlessof the number

of stations,there axe only a few jointson the path from every transmitter to every

receiver.As shown in Fig.A.24, when the fiberattenuation f isincreased,only the

S subnetwork suffersa significantdecrease in Nm_; in the other subnetworks, the

lossesdue to fiberattenuation are negligiblecompared to the other losses.

Nmax is not sensitivive to Lc (Based on the convention we have used here, Lc

only denotes the insertion losses of the connectors at transmit and receive terminals.

The insertion losses of the other connectors in the network are denoted by Lj.) For

the values of M C considered here (< 5%), Nmax is not sensitive to _V/C.
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Fig. A.22 The maximum number of stations as a function of the coupler excess-

loss for multimode fiber and individually optimized couplers. In the S

subnetwork MR components are assumed while in the other subnetworks

HC components are assumed.
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I'IC components are assumed.
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medium, such as fiber optics, and a distributed channel access scheme for the efficient

sharing of the bandwidth among the various applications.

As far as the throughput-delay requirements of the various applications are concerned,

a network structure along with a distributed channel access scheme are proposed which

incorporate appropriate scheduling policies for the transmission of outstanding messages

on the network. The proposed solution is developed in two steps. First, considering each

message to be assigned a delay-cost function based on the application to which it belongs,

and assuming perfect knowledge of all outstanding messages, a dynamic scheduling policy

is devised which outperforms all existing policies in terms of minimizing the expected 'cost

per message. Secondly, as required for the distributed implementation of the scheduling

policy, a broadcast mechanism is devised for the efficient dissemination of all relevant
information. The broadcast mechanism is based on unidirectional network structures which

provide ordering among the stations.

As far as the high-bandwidth transmission medium is concerned, fiber optic technology is

considered in this work. The physical ordering among stations which is required by the

above access, scheme may be achieved either by an active configuration, such as a ring,

or by a passive configuration, such as unidirectional bus. In rings, the use of fiber optics

does not introduce any new technical problems, since there exist only point-to-point links

between neighboring stations. However, in the multi-tapped linear bus, the reciprocity and

excess loss of optical couplers along with the low impedance of optical detectors severely

limit the number of stations that can be accommodated. A number of alternative passive

configurations are proposed which overcome this limitation. Also presented is a unified

method for selecting coupler coefficients to minimize the maximum path loss. This method

is used to compute the maximum number of stations that a configuration can support.
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